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ABSTRACT

In this project, we use CNN and LSTM to identify the caption of the image. As the deep learning
techniques are growing, huge datasets and computer power are helpful to build models that can
generate captions for an image. This is what we are going to implement in this Python based
project where we will use deep learning techniques like CNN and RNN. Image caption generator
is a process which involves natural language processing and computer vision concepts to
recognize the context of an image and present it in English. In this survey paper, we carefully
follow some of the core concepts of image captioning and its common approaches. We discuss
Keras library, numpy and jupyter notebooks for the making of this project. We also discuss about

flickr _dataset and CNN used for image classification.

KEYWORDS: generate captions, deep learning techniques, concepts of image captioning.
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CHAPTER 1

PROJECT OVERVIEW

1.1 INTRODUCTION

; the .rnet, NEWS
ious sources such as the internet, 0

ges that the viewer must

erstand them

Every day we come across a large number of images from var
articles, document diagrams and advertisements. These sources contain ima
escription, but humans can largely und

interpret for themselves. Most images have no d
some form of caption if humans

without their detailed captions. However, a machine must interpret

require automatic captions from it.
y image on the Internet can lead to faster and

Captions are important for many reasons. Captions for an

more descriptive image searching and indexing.
t recognition in images, it has become clea
pression as a full, human-like

tions in natural

Since researchers have been working on objec r that simply
stating the names of recognized objects does not make as good an im

description. As long as machines do not think, speak and behave like humans, descrip

language will remain a challenge to be solved.

age labeling is used in various fields such as biomedicine, commerce, web sea
Facebook, etc. can automatically generate captions from

Im rch and military, etc.
Application. Social media such as Instagram,

images.

1.2 MOTIVATION

A crucial task in the fields of computer vision and natural language processing is creating captions

for photographs. A machine that can mimic a human's capacity to describe a visual is a tremendous

advancement in artificial intelligence. Capturing the relationships between things in the image and

expressing them in a normal language (like English) is the main problem of this task.Computer

systems have traditionally generated text descriptions for photographs by utilizing pre-defined
templates. Nevertheless, this method falls short of offering the necessary diversity to provide text

descriptions that are rich in vocabulary. With neural networks' enhanced efficiency, this weakness

has been minimized.
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1.3 IMAGE CAPTIONING
the process of generating textual description of an image: It uses

Progess :- Image Captioning 1S

both Natural Language Processing and Com

puter Vision to generate the captions. Image captioning
o : Sty i etanding and a
is a popular research area of Artificial Intelligence (Al) that deals with image understanding
y - ‘e scts. It
at image. Image understanding needs to detect and recognize objects

language description for th
enerating

| scene type or location, object propertics and their interactions. G

also needs to understanc
es both syntactic and semantic understanding of the language
herefore, it can be applicd

well-formed sentences requirt
Understanding an image largely depends on obtaining image features. T
rce, the military, education, digital libraries, and web

areas, including biomedicine, comme

to many
rate descriptions

k and Twitter can directly gene

ocial media platforms such as Faceboo
re (e.g. beach, cafe), what W

searching. S
e wear and

from images. The descriptions can include where we 2
importantly what we are doing there.

ded into two categories:
ming based techniques.
atterns (LBP)

], and a

sed for this purpose can be broadly divi
d techniques and (2) Deep machine lea
fted features such as Local Binary P
the Histogram of Oriented Gradients (HOG)
hniques, features are extracted from input
or Machines (SVM) in order to

atures from a large and

Techniques :- The techniques u
(1) Traditional machine learning base
In traditional machine learning, hand cra
Scale-Invariant Feature Transform (SIFT) ,
combination of such features are widely used. In these tec

data. They are then passed to a classifier such as Support Vect
¢ hand crafted features are task specific, extracting fe

classify an object. Sinc
e. Moreover, real world data such as images and video are complex

diverse set of data is not feasibl
and have different semantic interpretations.

On the other hand, in deep machine learning based techniques, features are learned automatically
from training data and they can handle a large and diverse set of images and videos.
For example, Convolutional Neural Networks (CNN) are widely used for feature learning, and a

classifier such as Softmax is used for classification. CNN is generally followed by Recurrent

Neural Networks (RNN) or Long Short-Term Memory Networks (LSTM) in order to generate




captions.Dee 0T "
' Deep learning algorithms can handle complexities and challenges of image captioning

quite W ell

| Type of Learning: ]

Supervised Learning
vS.

Other Deep Learning

’ Architecture ‘

Encoder-Decoder

rFeature Mapping: i Architecture
Visual Space b
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e Novel Object based
e Stylized Caption
.

Figure.1.1 An overall taxonomy of deep learning-based image captioning.
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CHAPTER 2

LITERATURE REVIEW
. field of natural
Recently, image captioning has received a lot of interest, particularly in the fi
. eeded Although
language. Context-based natural language description of images is desperately 1
or VISION
atural language proc essing, computer VISIon.

this mav sound idealistic, recent advancements 1n n
that is, to represent

ately de . ves.

and neural networks have made 1t pnss)hlc to accurately describe image
such a

we are utilizing cutting-edge methods suc s

1t Neural Network (R
at retrieval exper

their visually grounded meaning. To do so.
ant datasets

- ' ' 'NN N), and relev
Convolutional Neural Network (CNN), Recurrer NN), 4
We show th iments on

of images along with human-perceived descriptions.

datasets like Flicker provide results from our alignment model.

2.1 IMAGE CAPTIONING METHODS
rely used in present but it is

ptioning Techniques some are ra
n categories

¢s before proceeding ahead. The mai
e-based image captioning,
-based

There are various Image Ca
of those technologi
methods and they include templat
on generation.Novel caption generation
g based techniques.

necessary to take a overview
of existing i1mage captioning
]-based image captioning, and novel capti
y use visual space and deep machine learnin
ce. Deep learning-based image captioning

retrieva
image caption methods mostl
ions can also be generated from multimodal spa
ed on learning techniques: Supervised learning,
cement learning and unsupervised

Capt
methods can also be categoriz Reinforcement
ming, and Unsupervised Jearning. We group the reinfor

lea
g. Usually captions are generated for a whole scene in the

learning into Other Deep Learnin
ver, captions can also be generated for different regions of an image (Dense

image. Howe
¢ either simple Encoder-Decoder architecture or

captioning). Image captioning methods can us
Compositional architecture. There are methods that use attention mechanism, semantic concept,
and different styles in image descriptions. Some methods can also generate description for
unseen objects. We group them into one category as “Others". Most of the image captioning
methods use LSTM as language model. However, there are a number of methods that use other

language models such as CNN and RNN. Therefore, we include a language model-based

category as “LSTM vs. Others,
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2.2 DEEP LEARNING BASED IMAGE CAP1 JONING ME THODS

based image captioning methods. We

We draw an overall taxonomy in Figure | for deep learning
ace V8 multimodal

g them into visual sp

discuss their similarities and dissimilarities by groupin
rning vs. Other deep

captions for the whole scene, Supervised lea

onal architecture, and one
ased, Stylized captions, and

space, dense captioning vs
Jearning, Encoder-Decoder architecture vs Compositi
tention-Based, Semantic Concept-B
amed LSTM vs. Others.

g methods 18 shown in t

ural networks used to

.Others™ group that contains At

Novel Object-Based captioning. We also create a category n
able. It

A brief overview of the deep Jearning-based 1mage captionin
thods. the type of deep ne
used in describing the informa

ue based on the taxonomy in

contains the name of the image captioning me
tion. In the

encode image information, and the language models

final column, we give a category Jabel to each captioning techniq

Figure 1

2.3 SUPERVISED LEARNING VS. OTHER DEEP LEARNING

In supervised learning, training data come with desired output called label. Unsupervised

Jearning, on the other hand, deals with unlabeled techniques. Reinforcement learning is another :

type of machine learning approach where the aims of an agent are to discover data and/or labels
through exploration and a reward signal. A number of image captioning methods use

reinforcement learning and GAN based approaches. These methods sit in the category of “Other

Deep Leamning". beled data. Generative Adversarial Networks (GANs) are a type of

unsupervised learning.




2.4 DENSE CAPTIONING VS. CAPTIONS FOR THE WHOLE SCENE
In dense captioning, captions are generated for each region of the scene. Other methods generate

captions for the whole scene.

o~
o~
£
L ™
2.4.1. DENSE CAPTIONING
The previous image captioning methods can generate only one caption for the whole image.
They use different regions of the image to obtain information of various objects. However, these
methods do not generate region wise captions. Johnson proposed an image captioning method
called DenseCap. This method localizes all the salient regions of an image and then it generates
descriptions for those regions.
A typical method of this category has the following steps:
(1) Region proposals are generated for the different regions of the given image.
&

(2) CNN is used to obtain the region-based image features.

(3)The outputs of Step 2 are used by a language model to generate captions for every region.

A block diagram of a typical dense captioning method is given in Figure 4.

’ﬁ CNN LSTM 5 Generated
Input Imag! J Captions
Image Text Generation
Understanding Part Part

Figure.2.4. A block diagram of simple Encoder-Decoder architecture-based image captioning.

2.4.2 CAPTIONS FOR THE WHOLE SCENE

Encoder-Decoder  architecture, ~Compositional  architecture, attention-based,  semantic

concept-based, stylized captions, Novel object-based image captioning, and other deep learning

networks-based image captioning methods generate single or multiple captions for the whole scene.
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2.5 LSTM VS, OTHERS

Image o ———
ge captioning intersects computer vision and natural language processing (NLP) research

LP tasks, in general, can be formulated as a sequence to sequence learning Several neural

og-bilinear models . skip-gram

C(]llCnLC to

language models such as neural probabilistic language model , |

models . and recurrent neural networks (RNNs) have been proposed for learning s

sequence tasks. RNNs have widely been used in various sequence learning tasks. However,

traditional RNNs suffer from vanishing and exploding gradient problems and cannot adequately

handle long-term temporal dependencies.
LSTM networks are a type of RNN that has special units in addition to standard units. LSTM

cell that can maintain information in memory for long periods of time. In

units use a memory

recent years, LSTM based models have dominantly been used in sequence t0 sequenc
a similar structure to LSTM but it does

¢ learning

tasks. Another network, Gated Recurrent Unit (GRU) has

not use separate memory cells and uses fewer gates to control the flow of information.

g hierarchical structure of a sentence. They also

h a memory cell. In contrast, CNNs can

However, LSTMs ignore the underlyin require

significant storage due to long-term dependencies throug

1 hierarchical structure of the sentences and they are faster in processing than

learn the interna
utional architectures are used in other sequence to sequence

LSTMs. Therefore, recently, convol
nslation. Inspired by the above success

tasks, e.g., conditional image generation and machine tra
of CNNs in sequence learning tasks, Gu proposed a CNN language model-based image

ses a language-CNN for statistical language modelling.

captioning method. This method u
ehaviour of the language model only

However, the method cannot model the dynamic temporal b
using a language-CNN. It combines a recurrent network with the language-

CNN to model the temporal dependencies properly.

They use a feed- forward network without any recurrent function.

ethod has four components: (i) input embedding layer (i1) image

ut embedding layer. It also uses an

The architecture of the m

embedding layer (iii) convolutional module, and (iv) outp

attention mechanism to leverage spatial image features.
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CHAPTER 3
PROBLEM FORMULATION

3.1 PROBLEM IDENTIFICATION

Despite the successes of many systems based on the Recurrent Neural Networks (RNN) many
issues remain to be addressed. Among those issues the following two are prominent for most
systems

1. The Vanishing Gradient Problem.

2. Training an RNN is a very difficult task.

A recurrent neural network is a deep learning algorithm designed to deal with a variety of
complex computer tasks such as object classification and speech detection. RNNs are designed
to handle a sequence of events that occur in succession, with the understanding of each event

based on information from previous events.

Ideally. we would prefer to have the deepest RNNss so they could have a longer memory period
and better capabilities. These could be applied for many real-world use-cases such as stock
prediction and enhanced speech detection. However, while they sound promising, RNNs are

rarely used for real-world scenarios because of the vanishing gradient problem.

3.1.1 THE VANISHING GRADIENT PROBLEM

This is one of the most significant challenges for RNNs performance. In practice, the architecture
of RNNs restricts its long-term memory capabilities, which are limited to only remembering a
few sequences at a time. Consequently, the memory of RNNs is only useful for shorter sequences

and short time-periods.

Vanishing Gradient problem arises while training an Artificial Neural Network. This mainly
occurs when the network parameters and hyperparameters are not properly set. The vanishing
gradient problem restricts the memory capabilities of traditional RNNs—adding too many
time-steps increases the chance of facing a gradient problem and losing information when you

use backpropagation.



CHAPTER 4

PROPOSED WORK

of knowledge of deep learning techniques. We

The main aim of this project is to get a little bit
assification

use two techniques mainly CNN and LSTM for image cl

So. to make our image caption generator model, we will be merging these architectures. It is also

called a ONN-RNN model

¢ the pre-trained model

e (NN is used for extracting features from the image. We will us

Xception
ption of the image

e 1STM will use the information from CNN to help generate a descri

4.1 CONVOLUTIONAL NEURAL NETWORK

A Convolutional Neural Network (ConvNet/CNN) is a Deep Learning algorithm which can take
in an input image, assign importance (learnable weights and biases) to various aspects/objects in
the image and be able to differentiate one from the other. The pre-processing required in 2

ConvNet is much lower as compared to other classification algorithms.

can process the data

s are specialized deep neural networks which
x and CNN is

Convolutional Neural network

that has input shape like a 2D matrix. Images are casily represented as a 2D matri

very useful in working with images.

It scans images from left to right and top to bottom to pull out important features from the image
and combines the feature to classify images. It can handle the images that have been translated,

rotated, scaled and changes in perspective.

4.2 LONG SHORT TERM MEMORY

LSTM stands for Long short term memory, they are a type of RNN (recurrent neural network)

s. Based on the previous text, we can predict

which is well suited for sequence prediction problem
n the traditional RNN by

what the next word will be. It has proven itself effective fror

overcoming the limitations of RNN which had short term memory. LSTM can carry out relevant

information throughout the processing of inputs and with a forget gate, it discards non-relevant

information.

10
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LSTMs are designed to overcome the vanishing gradient problem and allow them o T

NNs. LSTMs can maintain 2 con
steps and backpropagate

stant

information for longer periods compared to traditional R

error, which allows them to continue learning over numerous time-
through time and layers

<start> Deers standing <end>

r A A T
Pretrained CNN [otimez]

using ImageNet dataset
¥
=
=>| |- -> -> — vow P 5

lnput lmage t 'urlea(um:::el:;'layey 1‘ 1\ T
(299x299x3) ' );I:: |n :2048) Em] @
A 4

<start> Deers other

Figure. 4.1. Model, Image Caption Generator

LSTMs use gated cells to store information outside the regular flow of the RNN. With these

nipulate the information in many ways, including storing information in

cells, the network can ma
the cells and reading from them. The cells are individually capable of making decisions

regarding the information and can execute these decisions by opening or closing the gates. The

ability to retain information for a long period of time gives LSTM the edge over traditional

RNNs s 1n these tasks.

The chain-like architecture of LSTM allows it to contain information for longer time periods,
solving challenging tasks that traditional RNNs struggle to or simply cannot solve.

The three major parts of the LSTM include:

Forget gate—removes information that is no longer necessary for the completion of the task
This step is essential to optimizing the performance of the network.

11
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Figure.4.2 Forget Gate,Input Gate, Output Gate

Input gate—responsible for adding information to the cells

Output gate—selects and outputs necessary information

The CNN LSTM architecture involves using Convolutional Neural Network (CNN) layers for
feature extraction on input data combined with LSTMs to support sequence prediction. This
architecture was originally referred to as a Long-term Recurrent Convolutional Network or

LRCN model, although we will use the more generic name “CNN LSTM” to refer to LSTMs that

use a CNN as a front end in this lesson.

This architecture is used for the task of generating textual descriptions of images. Key is the use
of a CNN that is pre-trained on a challenging image classification task that is re-purposed as a

feature extractor for the caption generating problem.

12
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CHAPTER S

SYSTEM DESIGN

. ’ be
This project requires a dataset which have both images and their captions The dataset should

able to train the image captioning model.

5.1 FLICKR 8K DATASET

ce description. This dataset

Flickr8k dataset is a public benchmark dataset for image to senten
' i i i i from

consists of 8096 images with five captions for cach image. These 1mages are extracted

ption provides a clear description of entities and events

diverse groups in Flickr website. Each ca
rios and doesn™t include

s a variety O
places which makes the data

f events and scena

present in the image. The dataset depict
set more generic. The

images containing well-known people and
set, nt dataset and 1000

set making it suitable for this pr

dataset has 6000 images in training data 1000 images in developme

ges in test dataset. Features of the data

oject are: * Multiple

ima
captions mapped for a single image makes the model generic and avoids overfitting of the

model.
. Diverse category of training images can make the image captioning model to work for

ke the model more robust.

multiple categories of images and hence can ma

5.2 IMAGE DATA PREPARATION

ble features so that they can be trained into a deep

The image should be converted to suita
ry step to train any image in deep learning model.
| Network (CNN) with the Visual Geometry

et Large Scale Visual Recognition

Jearning model. Feature extraction is a mandato
The features are extracted using Convolutional Neura

Group (VGG-16) model. This model also won ImageN

Challenge
Hence, this mod

images.

in 2015 to classify the images into one among the 1000 classes given in the challenge.

el is ideal to use for this project as image captioning requires identification of

In VGG-16, there are 16 weight layers in the network and the deeper number of layers help in

better feature extraction from images. The VGG-16 network uses 3*3 convolutional layers

making its architecture simple and uses max pooling layer in between to reduce volume size of

13
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the image. Tl
‘ 1w last laye e
t layer of the image which predicts the classification is removed and the

mternal represent;
| ntation of image just before classification 18 returned as feature. The dimension 3

the mput imag
| mage should be 224*224 and this model extracts features of the image and returns a |-

dimensional 4096 element vector

Load Image

l

Reshape and
Preprocess
Image

|

\? 4

VGG Model

l

, Feature
. Extraction

Figure 5.1: Featu>re Extraction in images using VGG

224 x224x3 224X 224 x 64

12 x 128

. 556"25;8 i 7x7x512
X X
14 x14x 512 1x1x4096 1x1x1000

y
1 —

f
¥

,' ¥

7 convolution+ReLU
{1 max pooling
fully nected +RelU
softmax

Figure 5.2 Architecture of VGG 16 model
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5.3 CAPTION DATA PREPARATION

Flickr8k dataset contains multiple descriptions
data preparation phase, each image 1d is taken

stored as values in a dictionary.

5.3.1 DATA CLEANING

In order to make the t
should be converted to a usable format.
The following text cleaning ste
« Removal of punctuations. * Removal of numb
« Conversion of uppercase 10 lo
data as it will hinder the generation 0

project.

as key and its correspondin

ext dataset work in machine learnin
ps are done before using it for the

wercase characters. Stop words

fa grammatically complete capt

described for a single image. In the

£ CﬂptlﬂﬂS are

g or deep Jearning models, AW text

project:

ers. » Removal of single length words.

are not removed from the text

ijon which is needed for this

Table 1 shows samples of captions after data cleaning.

Oriéinal Captions

at the edge of a lake,

Two people are
d the city skyline.

facing the water an

Captions after Data cleaning

two people are at the edge of lake
facing the water and the city
skyline

A little girl rides in a child 's swing.

little girl rides in child swing

Two boys posing in blue shirts and khaki
shorts.

two boys posing in blue shirts and khaki
shorts

Table 5.1: Data cleaning of captions




6.1 PRE-REQUISITES
This project requires good knowledge of D
Keras library, Numpy, and Natural langu

Make sure you have inst

CHAPTER 6
IMPLEMENTATION

cep learning, Python, working on Jupyter notebooks,

age prnccssing.

alled all the following necessary libraries:

e pip install tensorflow

keras
numpy
tqdm
jupyterlab

6.2 PROJECT FILE STRUCTURE

Downloaded from dataset:

e Flicker8k_Dataset — Dataset folde

images. The below files will be created b

¢ which contains 8091 images.

Flickr_8k_text — Dataset folder which contains text files and captions of

y us while making the project.

Models — It will contain our trained models.

Descriptions.txt — This text file contains all image names and their captions after

preprocessing.

Features.p — Pickle object that contains an image and their feature vector extracted from the

Xception pre-trained CNN model.

Tokenizer.p — Contains tokens mapped with an index value.
Model.png — Visual representation of dimensions of our project.
Testing_caption_generator.py — Python file for generating a caption of any image.
Training_caption_generator.ipynb — Jupyter notebook in which we train and build our

image caption generator.
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6.3BUILDING THE PYTHON BASED PROJECT

Let™s start by initializing the jupyter notebook server by typing jupyter lab in the console of yowr

python notebook where you can run your code

project folder. It will open up the interactive

Create a Python3 notebook and name 1t training_caption generator.ipynb.

6.3.1 GETTING AND PERFORMING DATA CLEANING

is Flickr8k.token 1n our

The main text file which contains  all image captions

Flickr_8k_text folder.

Fie fdit Format Run  Options Window Melp
DOZE8201 69300 pet A child in a pink dresa La climbing up A et of stairs in an € wA
1000260201 _693b0bobOe . JPAl L A gir) going into a wooden puilding .
)Q02€E0201 ¢93n00ehoe . IpQl A litrle ¢ Limbing into a wooden playhouse .
70268201 €93bOBbOe, IPOIS A 1ittle gi 1imbing the stairs o her playhouses .
> JApgts A little girl in & pink dress § ing Ant a wooden cabin .
) Ipol A black dog and a af rred dog are fighting
apal A black dog and a tri lored dog playing with ea h other on the road .
Japat A black dog and a white dog ¢n brown spots are scaxing ar each other in the
70.3p0f 2 Tw jogn of different preeds king at each cher on the ¢ ad .
10017734 Lipgtd Two dogs on pavement moving coward each other .
1002674143 _1b742ab4Abe . 3pgé0 A little girl covered in paint sita in gront of a painted rainbow with her har
1002674143 1b742ab4b0 . Ipgll A little girl im sitring in front of a large painted rainbov .
pes A small girl in the granns plays with fingerpaints in front of a white canvas »
th pigtails sitting in front of a rain painting .

There 18 a girl wi
the grasns .

R LE
JIpotd
5. pQf A man laya

pigtails painting urside in
on & bench while hias fog sits by him .
ipaki A man laya on the pench to which a white dog is also cied .
A man sleeping on a pench ourside with a white and black do

A shirtless man lies ch with hia dog .
on bench holding leash of dog siteing on ground

range hat starring av smomething .

yrange hat and glasses .

young girl with

1002674143 _1b742
LO0S16336€_ 4432315
10031633¢6¢ 4432315815,
1003163366_4432375015.3pgh2
1003163366 44323£5815.3pghd
10 5.3pgts man laying
man in an «

g mitring next £o

on a park ben

712691€_e794419615.3p0? A
$B16_e794419€158.3pgk) A man wears an
9016 794419618, IpgI2 A man with gauges and glassen 13 wearing a Blitz hat .
hﬂz(_c“911:%t:s.1pq|~ A man with glassens ia wearing a beer can srocheted hat .
ﬁr.t_e"911.¥eab.quc4 The man with pierce glasaes and an orange hat .

20043 €27365c348. Jpgb! A child playing on a rope net .

d ears i wearing

Figure.6.1. Flicker DataSet text format

The format of our file is image and caption separated by a new line (*\n™).

Each image has 5 captions and we can s¢e that #(0 to S)number is assigned for each

caption. We will define 5 functions:

e load_doc( filename ) — For loading the document file and reading the contents inside the

file into a string.

e all_img_captions( filename ) — This function will create a descriptions dictionary that

maps images with a list of § captions. The descriptions dictionary will look something like

the Figure.
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e cleaning_text( descri

Figure.6.2. Flicker Dataset Python File

s all descriptions and performs data

ptions) — This function take
tep when we work with textua
nt to perform on the text. In 0
wercase and removing words th

e-wheeled wheelchair”

cleaning. This is an important s | data, according to our goal,
e what type of cleaning we wa ur case, we will be
tions, converting all text to lo
“A man riding on 2 thre
e wheeled wheelchair”
ple function that will separate all t

at contain
will be

we decid
removing punctua
numbers.So, a caption like
transformed into “man riding on thre
ary( descriptions ) — This is a sim
cabulary from all the descriptions.

This function will ¢

text_vocabul he unique

words and create the vo
reate a list of all the

filename ) —

and store them into a file. We will create a

uve_descriplions( descriptions,
s that have been prcproccssed

description
o store all the captions. It will look s

descriptions.txt file t omething like this:

18
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déEEEEEC ST

File Eait Format Run  Options Window Melp
T OO0AEE
" ,"‘_ ::‘::;; .. Are Bala pink dress LimbAng ug g ocalesd
1000268201 «:.n.,»' i re gArl going Ant w tan bullaing
\ 0501 6530008 boe. 390 1itele gird Limbing Ane - ten playhouse -
S e DorlOe (5= 1aetle girld Limiiing the staire ¢ nex playnow
_t l_E€83n08chOe . 3P0 1strle gard pink dress going Anto waedan AN
3 A 24T BITENATATO. IPO sisck do¢ spotted doy are Lighting
A001773487 Y AP black dog cytoslored dog PLAYING each othe
A LT72487 0,919 black dog white doag Brown Spots Are® scaris
AL 73487 wi . roan ¢ Aifferent breeds 1o king atc each ches
1773487 ). DQ o r\ogm n pavement moving toward each ther o
1002€Ta143 FT 1itelie gixl vered paint sicwe gront of pein
2€74143 58 . 3P0 jiceie gird mitting front of large painted re
A TE€ET4143 8.9pQ amall girl ehe grass plays (1r,v1-rr~"""
1 “€74143 1BTASababSs . 3Py chere giri pigtails sitcing gront """'
LO02€74143 _1DT742abE4b8. 3P0 young @ixl pigtails painting i msde bcac s
1O0316336€_44323£50815.3p0 man lays on bench his dog sits BV nard

Figure.6.3. Description of Images

6.3.2 EXTRACTING THE FEATURE VECTOR FROM ALL IMAGES

d transfer learning, we don”t have to do everything on our own, we

This technique is also calle
that have been already trained on large datasets and extrac
ception model which has been

use the pre-trained model t the features

use them for our tasks. We are using the X

from these models and
0 different classes to classify. We can directly import

trained on imagenet dataset that had 100

this model from the keras.applications . Make sure you are connected to the internet as the

wnloaded. Since the Xception model was ori

imagenet, we will do little changes for integrating with our model. One thing to notice is that the

Xception model takes 299%299%3 image size as input. We will remove t

weights get automatically do ginally built for

he last classification

Jayer and get the 2048 feature vector.
model = Xception( include_top=False, pooling="avg")

The function extract_features() will extract features for all images and we will map image

names with their respective feature array. Then we will dump the features dictionary into a

“features.p” pickle file.

This process can take a lot of time depending on your system. I am using an Nvidia 1050 GPU
for training purpose so it took me around 7 minutes for performing this task. However, if you are

using CPU then this process might take 1-2 hours. You can comment out the code and directly

load the features from our pickle file.

.




. MODEL

6.3.3 LOADING DATASET FOR TRAINING TH

‘llllll

J ' 6000
In our Flickr 8k _test folder, we have Flickr 8k.trainlmages.txt file that contains a list of 6 !
image names that we will use for training
For loading the training dataset, we need more functions: ‘
- 1o in 2 Stri Al re the list of
e load_photos( filename ) - This will load the text file in a string and will return |
image names
i ion wi icti / that
e load clean descriptions( filename, photos ) — This function will create a dictionary
i ” <start> and ]

os. We also append the

STM model can identify the starting

contains captions for each photo from the list of phot

<end> identifier for each caption. We need this so that our L

and ending of the caption.

nction will give us the dictionary for image names and their

e load_features(photos) — This fu
usly extracted from the Xception model.

feature vector which we have previo

6.3.4 TOKENIZING THE VOCABULARY

Computers don”t understand English words, for computers, we will have to represent them with

numbers. So, we will map each word of the vocabulary with a unique index value. Keras library
provides us with the tokenizer function that we will use to create tokens from our vocabulary and
save them to a “tokenizer.p” pickle file.

We calculate the maximum length of the descriptions. This

Our vocabulary contains 7577 words.

is important for deciding the model structure parameters. Max_length of description is 32.

6.3.5 Create Data generator
Let us first see how the input and output of our model will look like. To make this task into a

supervised learning task, we have to provide input and output to the model for training. We have
to train our model on 6000 images and each image will contain 2048 length feature vector and
caption is also represented as numbers. This amount of data for 6000 images is not possible to

hold into memory so we will be using a generator method that will yield batches.

The generator will yield the input and output sequence.
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For example:

-~ y . g ector of
The input to our model is [x1, x2] and the output will be y, where x1 is the 2048 feature ¥

. S AUENCE model has to
that image, x2 1s the input text sequence and v is the output text sequence that the

~
~
“~
~~
ey
“~
~»
-

predict
I
\ x I (feature vector) x2(Text sequence) w ‘
‘7 feature start, two ki
feature start, two dogs L
feature start, two, dogs drink
feature start, two, dogs, drink water
feature start, two, dogs, drink, water end 15

Table 6.1. Word Prediction Generation Step By Step

6.3.6 Defining the CNN-RNN model

To define the structure of the model, we will be using the Keras Model from Functional APL It

will consist of three major parts:

e Feature Extractor — The feature extracted from the image has a size of 2048, with a dense

layer, we will reduce the dimensions to 256 nodes.
e Sequence Processor — An embedding layer will handle the textual input, followed by the
LSTM layer.
e Decoder — By merging the output from the above two layers, we will process by the dense
layer to make the final prediction. The final layer will contain the number of nodes equal to
our vocabulary size.

Visual representation of the final model is given in the figure
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6.3.7 Training the model

To tramn the model, we will be using the 6000 tramning images by generating the mput and output
u

sequences in batches and fitting them to the model using model fit generator() method. We also

save the model to our models folder. This will take some time depending on vour o

capability

mput | (None, 32)
__,—4

it 2 InputLayer ——]
npu_2- Tl output. | (None, 32)

e mput: (None, 32) _ inont
embedding 1° Embedding . iput_1: TnputLayer Iput: | (None, 2048)
e output: | (None, 32,256) output | (None, 2048)
mput: | (None, 32. 256) o
dropout_2: Dropout = dropout_1: Dropout mput: | (None, 2043)
output. | (None, 32, 256) output: | (None, 2048)
mput: | (None, 32, 256) mput: >
Istm_1: LSTM dense_l: Dense X s
output: (None, 256) output: | (None, 236)

s

mput: | [(None, 256), (None, 236)]
oufput: (None, 236)

l

input: | (None, 256)
output: | (None, 256)

'

input: | (None, 230)

add_1: Add

dense_2: Dense

dense 3: Dense

output: | (None, 7577)

Figure.6.4. Final Model Structure
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CHAPTER 7
CONCLUSION, LIMITATION AND FUTURE SCOPE

e We ave ,41\4)
In this chapter we have thrown some light on the conclusion of our project We ha

> ; s field, as we have
) underlined the limitation of our methodology. There is a huge possibility in this field, 2 1

L ’ i discussed in the future scope section of this chapter

7.1 CONCLUSION

We have examined deep learning approaches for picture captioning in this study. A taxonomy of
image captioning methods has been provided, along with a general block diagram of the main

categories and a summary of their benefits and drawbacks. We talked about the advantages and

o disadvantages of various assessment criteria and datasets. The experimental outcomes are also
d briefly summarized. We gave a quick overview of possible lines of inquiry for this field of study
s While deep learning-based image captioning techniques have advanced significantly in recent
5 years, there is still a long way to go until a reliable technique that can provide high-quality
captions for almost all images is developed. Automatic image captioning will continue to be a
- topic of active research for some time to come with the introduction of new deep leaming
- network architectures.
:.. We have used Flickr 8k dataset which includes nearly 8096 images, and the corresponding

captions are also stored in the text file. Although deep learning -based image captioning methods
have achieved a remarkable progress in recent years, a robust image captioning method that is
able to generate high quality captions for nearly all images is yet to be achieved. With the advent
of novel deep learning network architectures, automatic image captioning will remain an active
research area for sometime. The scope of image-captioning is very vast in the future as the users

are increasing day by day on social media and most of them would post photos. So this project

will help them to a greater extent




7.2 LIMITATIONS

The neural image caption generator gives a useful framework for learning to map from 1mages to
human-level image captions. By traming on large numbers of image-caption pairs, the model

learns to capture relevant semantic information from visual features

However. with a static image, embedding our caption generator will focus on features of our
images useful for image classification and not necessarily features useful for caption generation.
To improve the amount of task-relevant information contained in each feature, we can train the
image embedding model (the VGG-16 network used to encode features) as a piece of the caption
generation model, allowing us to fine-tune the image encoder to better fit the role of generating

captions.

Also. if we actually look closely at the captions generated, we notice that they are rather

mundane and commonplace. Take this possible image-caption pair for instance:

A giraffe standing next
to a tree.

Figure.8.1. The above picture depicts clear limitation of th
s e model bec: i
the training dataset ecause it rely most on
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This i& most certainly a “giraffe standing next to a tree.” However, if we look at other pictures,

we will likely notice that it generates a caption of “a giraffe next to a tree” for any picture with a

giraffe because giraffes in the training set often appear near trees

73 FUTURE SCOPE

The exponential rise of photographs on the internet and in social media has made image

captioning a significant issue in recent years. This study covers the different approaches and
methodologies employed in the research, as well as discussing the various picture retrieval
studies conducted in the past. Given the difficulties in feature extraction and similarity
calculation in images, this ficld has a vast amount of untapped potential for future research.The
similarity calculation used by current image retrieval systems makes use of various aspects,
including color, tags, histograms, and more. Since these approaches don't rely on the image's
context, findings cannot be entirely correct. Therefore, a thorough investigation into picture
retrieval employing the image context, such as image captioning, will help to resolve this issue in
the future. By training it on new picture captioning datasets, this project can be improved in the
future to better identify classes with lesser precision.

This methodology can also be combined with previous image retrieval methods such as

histogram, shapes, etc. and can be checked if the image retrieval results get better.
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