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ABSTRACT

In the era of pervasive Artificial Intelligence (A1), the integration of intelligent systems mto various

aspects of our lives has become indispensable. This recommendation system targets to recommend certain

item ot product to specific users on the basis of user's preference, interest, and rating  This project delves

into the realm of Al-driven Recommendation Systems, exploring their significance and practical

apphcation in the context of ook recommendations. With a focus on Collaborative Filtering techniques,
the project aims to unravel the intricate algorithms behind these systems and elucidate their role in
enhancing user experience. Through the lens of book recommendations. the project demonstrates the
versatility and impact of Recommendation Systems across diverse domains, showcasing their potential to

shape user behaviour and market trends. Collaborative filtering is a widely used technique in book

recommendation systems. It involves analyzing the reading or purchasing history of other users to make

recommendations for new books.
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1.3

Customer Retention: If the suggestions made by any website is in accordance to the
o) us

user’s need and preference, then they are likely to visit again. This helps in retaining the
users for that website and increasing churn rate.

o Influence Customer Habits and Market Trends: Due to increased convenience, customers
will create a habit or pattern in their consumption of specific kind of products/services.
Objectives and Scope |

The objective of the project is to create a recommendation system using collaborative filtering
and to impart information about the recommendation system and various algorithms used to build
them. We will create a Collaborative Filtering based model that will recommend similar products

to different users based on their past preferences and choices.

Recommendation systems have become increasingly popular in recent years, and their scope is
rapidly expanding across a variety of industries and applications, including e-commerce, media
streaming, and social networks. Its scope is broad as it is used in almost every field like

healthcare, agriculture, fashion and beauty, lifestyle, entertainment, retail etc.

Project Features

This project uses recommendation system for book recommendations. There are many books out
in the market and one person can’t read all. Some of us read books as a source of entertainment
and some others for learning and bunch of us may read for self-growth and development. To
make it easier to choose a book that one may like (based on their style and reading log). Here, we

have used two methods to do the same. These are:

1.3.1 Content-based Filtering:

In this filtering, the recommendations are made keeping the products in mind. The
product with highest rating may be suggested. Content-based filtering means to filter the
products that are similar to each other. For example, in our project of book

recommendation, we have books of different genres that the user may like.

1.3.2 Collaborative Filtering:
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} . A . - sarnin
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o .
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Measure the simila
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relationships between items rather than u
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Matplotlib

A popular library used for data visualisation and performing exploratory data analysis
and scientific researches on the provided datasets. Mat
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2.1.5 Scikit Learn

Scikit learn, abbrevi
O 5 eviated ag ol . : i 1 p i
. | ated as skl >arn, 18 a |1()WCI‘(‘U| muchmc Jearning libra ry. It .r()VldCS
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y rom metrics module of sklearn library

Loading Datasets directly from Kaggle

The data used here is
§ a structured(t:
d(tabular) data. Datasets are imported in zipfile format directly

11011‘\&..JL com. IIIL b“l}'l’( t ( (I(‘“\ ‘(Ih)l)(]h)[ll] 1¢ [a B
oL . t
Al 0 0 ( M ” ) "r gk IS' t ven h 'IOW Un(/l on:

line of code are mentioned as comment
onts.

° t1s -lha kaggle.json
ipip install -q kag T
p 1 -q kaggle installing the kaggl k
4 € Kaggle pacrage

tmkdir -p ~/.kag
K3 gle # reatine :

tep kaggle.jsonuw/.k;g;;lte;t1”5 -kaggle folder where the key should be placed
=2, # move the kev to th

toud # checking the prese ’m ( the key to the folder

tchmod 600 ~/ present working director

tchmod U0 ~/.kaggle/kaggle json ’ Y

- -rw-r--r-- 1 root r G
. oot 67 ' .
{ i) 67 Nov 23 02:27 kaggle.json

fig 2.1

Unzipping the zipfile to extract all the datasetsin it
Jip = zipfi S ori1agv ‘
o p ipfile.ZipFile("/content/book-racommendation-dataset.zip”)

zip.extractall("/content”)
zip.close()

fig 2.2

h @ B &

s I

] sample_data
f§ Books.csv
& Ratings.csv
f§ Usersosv

ﬁ book-recommendation-datasetzip

ﬁ kaggle.json

fig 2.3



pata Preprocessing

2

i -aw data to
After the data is extracted, it is Pre-processed. Preprocessing is cleaning, t‘.anSfoﬁﬂmgllE:)rithm or
a cleaned format. Itis done to check the quality of data before any machine learmr.lg a g- o
analysis is applied to it 1tis an importang step of data mining. This includes handling missing
values, dealing with outliers, nop

— - men ity-reduction,
malisation and standardisation, dimensionality
encoding categorical data ete,

The data processing done on oyy project is ver

, i as already
y simple because the extracted data w
very clean. :

o dataframe.info(): gives the information like range-index, data-columns count and name, total
non-null values, dtype of a variable

and memory usage in a dataframe.

books. infoy)

<class ‘panJAx,(orw.framu.OdtaFrame'>
Rangelndex:

71360 entries, O to 271359

Data columns (total g columns):
& Column Non-kull Count  Dtype
0 IsBN 271380 non-null  object
1 Book-Title 271380 non-nuli chject
2 Book-Author 271259 nan-aull cbiject
3 Year-0f-Publication 271 cbject
4 Publisher 271258 nen-aull objact
5 Imaga-URL.S 271380 nen-aull object
6 Imagz-URL-B 271350 nen-null objact
7 Image-URL-L 271357 non-aull  cbject

dtypes: object(s)

Mmemory usage: 15.6+ MB

fig 2.4

o Dataframe.isnull().sum() - gives sum of the null values for

each variable in a dataframe.
bOOkS.isnull().bnwﬁ)

ISBN

Book-Title
Book-Author
Year-Of-Publication
Publisher
Image-URL-S
Image-URL-M
Image-URL-L

dtype: int64

WO ONO MDD

©  Dataframe.duplicated().sum : gives sum of the total duplicated values(rows) in the daty frame.
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1ig 2.6

Dataframe.dropna(): delete
all the ¢
- he rows that have a null value for any variable.
5 l”g;_\‘-'ith e » .
Pati”ghwith>n;:i :hf;tlngswwith_name.dropna;}
= = SNhape

(1031134 2)

fig 2.7
sns.heatmap(df.corr()): e

e

Zives X ; m
& a correl 1 1 i

| ‘ ation matrix between each variable in a dataframe.
sns.heatmap{ratings

wlth_name.corr{x
Vo

annot=True, cmap='coolwarm', fmt=".2f", linewidt
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(0sT POPULAR BOOKS

introduction

There are variety of books in the market which calers to interest of varied public groups and
mdi\riduals. Some books may have a niche of readers while other books may be popular among

masses because of its inclusiveness or mass appeal. Such books that resonate with a huge amount
of people becomes best-selling-books. Same book can be appreciated by one but not someone else.
For a book to become popular, it should be worth the penny spend for most people. Popular books
are those which are read as well as liked by the greatest number of people. Novels, finance books
and motivational books leads the sales generally. Like the very loved fictional wizarding world of

Harry Potter created by J.K. Rowling or well-appreciated advices from the Rich Dad, Poor Dad by

Robert Kiyosaki. In our book recommendation system, popular books are sorted in descending
order of their popularity ranking from 1 to 50.

Approach

The approach used in listing the 50 most popular books is mentioned in these steps.

1. Understanding the dataset: The dataframes (books.csv, reviews.csv and users.csv) are

understood first during pre-processing.

Building required dataframe: From the set of given dataframes, merge different dataframes on

common columns. Drop the inessential columns in the dataframe.

3. Applying conditions: Applying the condition for the books and users after they make a common
matrix-like dataframe. The conditions applied are:
o Calculate the total number of ratings for each book.
© Calculate average rating of each book.
0 The book must have more than or equal to 250 ratings count.
4,

Display the list: After dropping any existing duplicates in the dataframe, you have your list of

most popular books. Select the top 50 books from the obtained dataframe using head(). This is
the final list.




de
3.3 co

used for extracting the 50 most popular books.

, ; thecodﬁ
Followlng 15
Niﬂﬁﬂame - bookg.merge(ratings, on='1$8u').drop(columns={'ImagG-URL §','Image~URL‘S'})
raqﬂgz’with’name.info(?
ratings="" <class 'pandas.core.?rame.DataFrame'>
InteaIndex: 1031136 entries, © to 1031135
Data columns (total 8 columns):
#® Column Non-Null Count Dtype
p  ISBN 1031136 non-null object
1 gook-Title 1031136 non-null object
2 Book-Author 1031136 non-null object
3 Year—Of—Publication 1031136 non-null object
4 publisher 1031134 non-null object
5  Image-URL-{1 1031136 non-null object
¢ User-1ID 1031136 non-null int64
7 Book-Rating 1031136 non-null inted
dtypes: int64(2), object(6)
memory usage’ 70.8+ 1B
fig 3.1
books_rated = ratings_with_name.groupby('ngk-iitla ).count()['Book—Rating'].reset index()
pooks_rated_avg = book?_rated.groupby('?‘3:-11‘Le')[‘Eofk—Rating'].mean().Peset Endex()
s e ot 0 s L
lmok;}eted*avg rename(ioi;mnsj";:'Eriei-y:-n I:~;;r1;.)[ SHQQ_Rafi”g'}'mean()'PESEt—i”dex()
- = = : ={'Book-Rating : avg-rating'},inplace=True)

popular_books = books_rated.merge(books_rated_avg, on="'Book-Title")

popular_books.head()
Book-Title Book-Rating avg-rating

0 A Light in the Storm: The Civil War Diary of ... 4 4.0

1 Always Have Popsicles 1 1.0

2 Apple Magic (The Collector’s series) 1 1.0

3 Ask Lily (Young Women of Faith: Lily Series, ... 1 1.0

4 Beyond IBM: Leadership Marketing and Finance ... 1 1:0
fig 3.2

o]

F;opl;llar_books = popular_books[popular__books{ ‘Book-Rating']>250].sort_values('avg-rating’

[{?g ?P_bc_)oks = popular_books.mer‘ge(bookS,Oﬂ='Book—Title').dr‘op_duplicates 'a s :f‘scending=False)
mk—Tlt’ie','Book-Author",'Image—URL-W 1] - (" Book- TiELe D

\
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Output

Here, sharing Top 10 most popular books as output instead of 50 by using

popular_books.head(10).

o popular_books.head{10)

E

13

15

21

27

30

31

Book-Title

Wild Animus

The Lovely Bones: A Novel

The Da Vinci Code

A Painted House

The Nanny Diaries: A Novel

Bridget Jones's Diary

The Secret Life of Bees

Divine Secrets of the Ya-Ya Sisterhood: A Novel
The Red Tent (Bestselling Backlist)

Angels &amp; Demons

Book-Author

richshapero

alicesebold

danbrown

johngrisham

emmamclaughlin

5

helenfielding

suemonkkidd

rebeccawells

anitadiamant

i
o

wy

danbrown

Image-URL-M
http:/iimages.amazon.com/images/P/0971880107.0...
http:/iimages.amazon.com/images/P/0316666343.0...
http://images.amazon.com/images/P/0385504209.0...
http://images.amazon.com/images/Pi/044023722X.0... -
http://images.amazon.com/images/P/0312278586.0...
http://images.amazon.com/images/P/0330332775.0...
http://images.amazon.com/images/P/0142001740.0...
http://images.amazon.com/images/P/0060928336.0...
http://iimages.amazon.com/images/P/0312195516.0...

http://images.amazon.com/images/P/0671027360.0...



Chapter 4
COLLABORATIVE FILTERING RECOMMENDATION

SYSTEM

4.1 Introduction
f three types:

Recommendation System, as we have discussed earlier, are broadly o

1. Content-based Filtering Recommendation System
In content-based filtering, similar products are recommended based on the type or other
e books, similar to the

similarity parameters. This approach will suggest the products, her
o read detective books and

books previously liked by that user. For. Example: If User A likes t

rates them highly, then she/he will be suggested book of similar genre, i.e., revolving around

mystery and detective stories.

2. Collaborative Filtering Recommendation System
In Collaborative Filtering, similarity between the preferences of various users is observed and
calculated. If User A has similar taste as User B, then it is very likely that User B will be

suggested a product rated highly by User A and is not yet chosen by User B, and vice versa.

Hybrid Recommendation System (Content-based Filtering + Collaborative

Filtering)

Hybrid Recommendation System is the combination of both Content-based Filtering and
Collaborative Filtering. It means that hybrid recommendation algorithm considers users

personal preferences as much as it regards the products that were shown fondness by similar

users.

42 Approach

oks liked by users with similar reading log is mentioned in the:

The approach used in listing the bo
above with difference in the conditio

steps. The steps are broadly similar to those mentioned

applied and dataframes created.
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Code

The code for the required task is as tollows:

x = ratings_with_name. groupby( 'User

avid_readers = x[x].index

-ID‘).count()['Book—Rating‘} > 209
filtered_rating =

ratings with_name[ratings_\vi‘ch_name{‘Usgr
i v (" Book-Ti le").count()['Book-Rati
ilte ~a -groupby('Book-Titl
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similarity_scores = cosine_similarity(pt)
def recanmend{book_name):
# index fetch -
3 == DO e[l .
Be = npvwherekpt~lnd?§tzbuiﬁtifﬁlutsimilarity_SCDPQSI1”dex]

similar_ditems = «optod(li

Pl ~se=True)[1:9]
} 1, key=lambda x:xili,reverse True)|
by

data = [] - »
for 1 oin similar_items:
item = [] : o . STkt
+ kw if = baoks[beoks{'Book Tille‘) == pt.index|i]0] ![ il 7. uaizes}
temp_C = b ’ ! i Lot ) ook 1 i.
( A ES I dre : ¢ Book T il
item.extend(! "'t(mp—d*-UTOP-UUPlIL"tPSS-p k-Title 3 ' Bo suathor ' Tovalues )
. Listtemp df. icates{ ‘Book-Titl: { d i &
jtem.extendl emp_df.drop_duplica N e R altee)

item.extend{ “‘itemp_df.dhop_duplicateﬁi'Hﬂnk Title'

data.append{item)

seturn data

4.4 Output

° recommend( ' 1984")

[E§ [[Animal Farm',
‘georgeorwell’,
'Qgip:/Zimages.amazon.com[images/P/0451526341.Dl.MZZZZZZZ.jpg'],

["The Handmaid'sg Tale",
’margaretatwood',
'hﬁ;p:f:images.amazon.com/images”P/0449212662.01.MZZZZZZZ.jpg'},
[ 'Brave New World",
‘aldoushuxley”,
'http://images.amazon.comfimages/P/DOGOSOQBBS.Dl.MZZZZZZZ.jpg’],
[ 'The Vampire Lestat (Vampire Chronicles, Book I1)",

‘annerice’,
‘http://images. amazon.com/images/P/0345313860.01. 7777777 . peg'1]

fig 4.3
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