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ABSTRACT 

Though a number of point cloud learning methods have been proposed to handle unordered poms, 
most of them are supervised and require labels for training. By contrast, unsupervised learning Or 
point cloud data has received much less attention to date. In this paper, we propose a Simple yel 

effective approach for unsupervised point cloud learning. In particular, we identify a very useful 
transformation which generates a good contrastive version of an original point cloud. They make up 
a pair. After going through a shared encoder and a shared head network, the consistency between the 
output representations are maximized with introducing two variants of contrastive losses to 
respectively facilitate downstream classification and segmentation. To demonstrate the efficacy of 
our method, we conduct experiments on three downstream tasks which are 3D object classification 
(on ModelNet40 and ModelNet10), shape part segmentation (on ShapeNet Part dataset) as well as 

scene segmentation (on S3DIS). Comprehensive results show that our unsupervised contrastive 
representation learning enables impressive outcomes in object classification and semantic 

segmentation. It generally outperforms current unsupervised methods, and even achieves comparable 

performance to supervised methods. 

Keyword: unsupervised contrastive learning; point cloud; 3D object classification; semantic 
segmentation 
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Chapter 1: INTRODUCTION 

1.1 Introduction: 

In this research, we focus on leveraging 3D point clouds for classification and segmentation tasks, 
crucial in fields like multimedia computing and robotics. While many existing .methods for 3D 
point cloud analysis rely on annotated data for training, the annotation process is time-consuming 
and costly. Unsupervised learning offers a viable alternative. 

Several approaches, such as Latent-GAN, FoldingNet, MAP-VAE, and 3D-PointCapsNet, have 
employed Autoencoders (AE) as the backbone for unsupervised learning. However, these methods 
often suffer from les quality representations, impacting downstream tasks like classification and 
segmentation. 

Motivated by these challenges, we propose an unsupervised representation learning method aiming 
to enhance 3D object classification and semantic segmentation. The core idea is to maximize 

agreement or consistency between the representations of the original point cloud and its 
transformed version (contrastive version). 

Our approach involves using a single transformation to generate the transformed point cloud 

version, pairing it with the original, and feeding them into a shared base encoder network (e.g., 
former part of PointNet with global features). A subsequent projection head network (e.g., latter 
part of PointNet with several MLP layers) imposes agreement maximization on its outputs. This 

enhances training efficiency and preserves rich representations from the encoder. Since there are 
no labels involved in training, it constitutes unsupervised representation learning for 3D point 

cloud data. 

To validate our method, we conducted experiments on object classification tasks using 

ModelNet40 and ModelNet10, shape part segmentation tasks on ShapeNet Part dataset, and scene 
segmentation tasks on the S3DIS dataset. Results demonstrate that our unsupervised contrastive 
representative learning achieves impressive outcomes across these tasks, outperforming state-of. 
the-art unsupervised techniques and even being comparable to certain supervised counterparts. 



Plotly : Plotly is a versatile Python library for creating interactive and visually appealing plots. It 
Supports a wide range of chart types and is particularly useful for data visualization in scientific 

computing, exploratory data analysis, and interactive dashboards. 

Seaborn: Seabon is a statistical data visualization library based on Matplotlib. It provides a 

high-level interface for creating aesthetically pleasing and informative statistical graphics. 
Seaborn simplifies the process of generating complex visualizations with concise code. 

Pandas : Pandas is a powerful data manipulation and analysis library for Python. It introduces 
data structures like DataFrames and Series, making it efficient to work with structured data. 
Pandas is widely used in data cleaning, exploration, and preparation tasks. 

Matplotlib : Matplotlib is a comprehensive 2D plotting library for Python. It enables the 
creation of static, animated, and interactive visualizations. Matplotlib is a foundational tool for 
data visualization and is extensively used in scientific computing and data analysis. 

Sklearn : scikit-learn is a machine learning library for Python that provides a simple and 

efficient toolkit for data analysis and modeling. It includes a variety of machine leaming 

algorithms, tools for preprocessing data, and utilities for model evaluation and selection. 

Tgdm: It is a Python library that adds progress bars to loops and other iterable computations. 
It provides a visual representation of the progress, making it easier to monitor the execution of 
tasks and estimate completion times, especially in long-running processes. 

1.3 Purpose and Scope: 

Purpose: 
This proiect aims to tackle the challenges associated with 3D point cloud analysis, focusing 
snecifically on the tasks of 3D object classification and semantic segmentation. The central purpose 
is to develop and implement a novel unsupervised representation learning method tailored for 3D 
noint clouds. The motivation for this project arises trom the considerable time and cost involved in 

annotating data for training purposes, making unsupervised learning an attractive alternative. The 
Goal is to significantly enhance the downstream tasks by maxim1zing the agreement between original 

point clouds and their transfomed counterparts. 



Scope: 
The scope of this project is multifaceted, spanning the development, implementation, and validation 
of a novel unsupervised representation learning method. The method is designed to improve the 
efficiency and quality of training for 3D object classification and semantic segmentation tasks. The 

approach involves utilizing a shared base encoder network, specifically adopting the former part of 

the PointNet architecture with global features, anda subsequent projection head network, resembling 
the latter part of PointNet with multiple MLP layers. 

The experimental validation encompasses diverse datasets to ensure a comprehensive evaluation. 
The datasets include ModelNet40 and ModelNetl0 for object classification, the ShapeNet Part 
dataset for shape part segmentation, and the S3DIS dataset for scene segmentation. The effectiveness 
of the proposed method is assessed against state-of-the-art unsupervised techniques, and intriguingly, 
its performance is even compared favorably with certain supervised counterparts. 

The project not only aims to contribute to the academic understanding of unsupervised representation 
learning for 3D point clouds but also strives to showcase practical applicability. By demonstrating 
superior outcomes in terms of 3D object classification and semantic segmentation, the proposed 
method has the potential to influence fields such as multimedia computing and robotics, where 

accurate and efficient 3D data analysis is paramount. 



Chapter 2 : Dataset (ModelNet10) 

2.1 Dataset Description: 

ModelNet10 is a widely used benchmark dataset in the field of computer vision and 3D object 

recognition. Developed by researchers at Princeton University, it serves as a valuable resource for 

evaluating algorithms and models designed to recognize and classify 3D objects. The dataset 
encompasses a diverse collection of 3D CAD models, representing objects from ten distinct 

categories: bathtubs, beds, chairs, desks, dressers, monitors, nightstands, sofas, tables, and toilets. 

Each category in ModelNet10 comnprises a substantial number of 3D models, contributing to the 

dataset's richness and complexity. The objects within these categories vary significantly in shape, 
size, and structure, presenting a realistic and challenging set of examples for training and testing 3D 

object recognition systems. The dataset provides a balance between common everyday items, such as 

chairs and tables, and more complex objects like sofas and bathtubs. 

The 3D models in ModelNet10 are annotated with category labels, enabling supervised learning 

approaches for training machine leaming models. This facilitates the development and evaluation of 
algorithms that can generalize across diverse 3D shapes and accurately classify objects into their 
respective categories. 

Researchers and practitioners often use ModelNetl0 to assess the robustness and generalization 
capabilities of 3D object recognition models, making it a fundamental resource for advancing the 
state-of-the-art in this domain. The dataset's widespread adoption in the research community bas 
contributed to the development of more effective algorithms for applications ranging from robotics 

and augmented reality to computer-aided design and manufacturing. 

2.2 Dataset Visualization: 

These visualization methods are crucial for researchers and practitioners working with 3D data. such 
oce dealing with the ModelNet10 dataset. Visualizng the dataset helps in gaining insights into 



ne geometric properties of objects, identifying patterns, and verifying the integrity of the data. The 
dataset consists of 3D CAD models representing various object categories. Here's an explanation or 
the visualization methods: 

def read off(tile path): 
With open(file path, 'r') as file: 

if 'OFF != file.readl ine().strip(): raise( iot a valid oFF header') 
n verts, n faces, = tuple(| int(s) for s in file.readline().strip().split(" ") ]) verts = np. array([ [float(s) for s in file.readline() .strip() . split(' )) for i_ vert in range(n_verts) ]) faces = np.array (|| int (s) for s in file.readline().strip().split(' )l1:1 for i face in range(n_faces)) return verts, faces 

file path = r"/content/NodelNeti6/table/test/table 0393.off" mesh = read off(file path) 

Reading OFF Files: The read off function reads a given OFF fle, a standard file format for 
representing 3D geometric objects. It starts by checking if the file has a valid OFF header. If not, it 
raises an exception. The function then extracts the number of vertices (n verts), faces (n faces), and 
reads the corresponding vertex and face information from the file. The result is a tuple containing the 
vertex and face arrays. 

def visualize_mesh (mesh): 
verts, faces mesh 
import plotly.graph objs as go 
# Create a.D mesh plot 

mesh go.Mesh3d (x = verts[:, 0], y = verts :, 1], z = verts[:, 2], 
i = faces[:, 0], j = faces[:, 1], k = faces(: , 2), opacity=0.5) layout = go.Layout (scene=dict (aspectmode="data" )) 

go.Figure(data=[mesh], layout-layout) fig 
fig. show() 

Mesh Visualization : The visualize mesh function takes a mesh (vertices and faces) as input and uses the Plotly library to create an interactive 3D mesh plot. It represents the 3D object by 
connecting vertices based on the face information. The resulting visualization provides a clear 
representation of the object's structure, allowing for an interactive exploration of its shape and form. 



def visualize pointcloud (poitcloud) : 
import plotly. graph objects as go 

300 

200 

x 300 
y: -610 

100 

z. 32.5 

o 

600 

layout = go.Layout (scene=dict(aspect mode="data")) 

fig go.Figure (data=[pointcloud ], layout = layout) 
fig. show() 

-t00 

-200 

-300 

-400 200 

pointloud = go.Scatter 3d (x = pointcloudi:, 0], y = pointcloud|:, 1], Z = pointcloud:, 2l, 
mode='markers ', marker=dict (size- 3, opacity=0.5)) 

002 

Figure : Visualization of a 3D Mesh 

Point Cloud Visualization : The visualize pointcloud function is designed to visualize a 3D point 

cloud. It takes a point cloud array as input and uses Plotly to create a 3D scatter plot. Each point in 

the cloud is represented as a marker, and the overall visualization provides an overview of the spatial 

distribution of points in 3D space. This is particularly useful for understanding the point cloud's 

structure, density, and spatial arrangement. 

009 
0 

Figure: Visualization of 3D point cloud. 
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2.3 Data Fetching: 
import torch 
from torch.utils.data import Dataset, DataLoader 
from torch geometric.data import Data 
import glob 

class (ustomPointcloudDataset (Dataset) : 
def _init_(self, file_paths, transform=None): 

self.file paths = file paths 
self.transform = transform 

def len (self): 

def 

return len(self.file paths) 

getitem_ (self, idx): 
file_ path = self.file_paths[idx] 

mesh = read off(file path) 
pointcloud = mesh to pointcloud (mesh, 3000) 
pointcloud = scale pointcloud (pointcloud) 
aug_pointcloud = rotate pointcloud(pointcloud) 
if self.transform: 

pointcloud - self.transform(pointcloud) 
return torch.tensor((pointcloud, aug pointcloud )) 

batch size = 8 

file paths = glob.glob(/content /ModelNetia/**/train/**.off") 
file paths = file paths[:10e] 
truncated length = (len(file paths) 1/ batch size) * batch size #dataset size // batch size 

file paths = file paths[ :truncated length] 

dataset = CustomPointcloudDataset (file paths, transform-None) 

dataloader - Datal oader(dataset, batch size-batch size, shuffle=True) 

4dataset -> (Spointcloud, aug pointcloud}, batch size, n points, coordinates) 

Dataset Class (CustomPointCloudDataset): 

The dataset is designed to handle 3D object representations from the ModelNet10 dataset, stored 

in the OFF file format. 

The init method initializes the dataset with a list of file paths and an optional data 

transfornmation function. 

The len method returns the total number of samples in the dataset. 

The getitem method loads a single data sample at the given index. It reads the COFF file. 

converts the mesh to a point cloud, scales and augments the point cloud, and applies an optional 

transformation. 

Data Loading and Processing: 

The code collects file paths for training OFF files in the ModelNet 10 dataset using glob.glob. 

The dataset is instantiated with the collected file paths and a None transform 



lhe DataLoader is initialized with the dataset, specifying a batch size of 8 and enabling data 

shuffling during training. 

Expected Output: 
Ihe DataLoader produces batches, each containing a pair of point clouds: the original and its 
augmented version. 

The output tensor has dimensions (batch size, 2, n points, coordinates), representing batches of 

point clouds. n points is the number of points in the cloud, and coordinates represent spatial 
coordinates (e.g., x, y, z). 

The code establishes a pipeline for creating batches of point cloud data from ModelNet10, crucial for 

training neural networks. The dataset class encapsulates the logic for reading, processing, and 
augmenting point clouds, while the DataLoader efficiently batches this data for training, streamlining 
the integration of point cloud data into PyTorch-based deep learning models. 
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Figure: Visualization of a Sampled PointCloud 
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Chapter3 : Methodology 

3.1 Proposed Methodology: 

Contrastive Transformation: 
In contrast to 2D images, point cloud data is characterized by an irregular distribution in 3D space, 
presenting a complex degree of freedom. Constructing effective contrastive pairs for point clouds is 
challenging due to these unique characteristics. While SimCLR utilizes various transformations for a 

single image (e.g., cropping, rotation) to generate two transformed versions, we opt for simplicity. 
We employ a single transformation, pairing the original point cloud with its transformed 

counterpart. Common transformations in 3D space, such as rotation, cutout, crop, scaling, and 

smoothing. are considered for data augmentation. Heavy noise corruption, which can distort object 
shapes, is excluded from the transformations. Jittering, akin to light noise, is used for data 
augmentation following the protocol of state-of-the-art point-based methods. 

input point cloud 
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transtomation. 

Base Encoder Network: 

original point cloud 
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transformed 
point cloud 
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encoder 
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global feature 
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Contrastve 

foature space 

Point-based networks like PointNet, DGCNN, and Pointfilter often incorporate a pooling layer to 

Qutout global features for an input point cloud. The portion of a point-based network preceding this 
laver (inclusive) naturally serves as a base encoder in our framework, encoding the input point 
cloud into a latent representation vector (i.e., the global feature). In this work, we select state-of. 

the-art point-based networks, such as PointNet and bsCNN, and extract their former parts as our 
base encoder. Interestingly, encoders involving T-Net (transformation net) hinder the learning oE 

unsupervised contrastive representations. We deduce that T-Net introduces various rotated point 

d auuermentations, degrading the ability to capture a significant contrast between input pairs. 



.. 

Projection Head Network: 
roinebased networks typically incorporate fulv connected lavers to connect the global teature 

with the final k-class vector. Similar to the encoder, we can straightforwardly extract the latter part 
of a point-based network as the projection head. Alternatively, it is possible to customize a 
projection head network by designing more or fewer fully connected layers. 

3.2 Architecture Implementation: 

class Model(nn.Module): 
def init_(self) : 

super (Model, self). init_() 
self. encoder1 = BaseEncoder() 
self.encoder2 = BaseEncoder() 
self.head1 - ProjectionHead() 
self.head2 = ProjectionHead() 

def forward(self, input): 

pcd1, pcd2 = input [O]- permute (0, 2, 1).float(), input[1].permute(o, 2, 1).float () 
feature1 = self. encoder1(Pcd1) 
feature2 - self.encoder2(pcdz) 

z1 - self. head1 (feature1) 
self.head2(featurez) 

return featurel, feature2, z1, z2 

BaseEncoder: 

Purpose: This component serves as the base encoder network responsible for extracting features 

from the input point clouds. 

Architecture: 

Three ID convolutional layers (convl, conv2, conv3) process the input point cloud data with 
increasing channel dimensions (3 channels to 64, 64 to 128, and 128 to 1024). 

Batch nomalization is applied after cach convolutional layer (bnl, bn2, bn3) to stabilize and 
normalize the activations. 

ReLU activation functions are used to introduce non-linearity after each batch normalization. 
The final global feature, is obtained by applying max-pooling across the last dimension and 
flattening the result 

ProjectionHead: 

Purpose: This component further refines the features obtained from the base encoder into a 
lower-dimensional representation. 



Architecture: 

Tnree ully connected layers (fcl, fc2, fc3) reduce the dimensionality of the input features from 
1024 to the desired output dimension (default is 10 classes). 
Batch nomalization (bnl, bn2) is applied after the first two fully connected layers. 
ReLU activation functions introduce non-linearity after the first two fully connected layers. 
Dropout is applied with a probability of 0.3 after the second fully connected layer. 

Model: 

Purpose: The Model class integrates the base encoder and projection head to createa complete 

model for unsupervised contrastive learning. 

Architecture: 
Two instances of the BaseEncoder (encoderl and encoder2) process two input point clouds 
independently. 
Two instances of the ProjectionHead (headl and head2) refine the features obtained from the 
respective encoders. 

The forward method takes a pair of input point clouds, processes them through their respective 
encoders, refines the features with the projection heads, and returns the resulting features 
(feature1 and feature2) along with the final outputs (zl and z2). 



3.3 Underlying Transformation and Loss: 
Transformation 

normal1ze_pointcloud : This operation centers the point cloud around its mean and scales it, 
ensuring that the distribution of points is uniform. The normalization enhances the stab1lity and 
convergence of learning algorithms. By centering the cloud, it helps mitigate biases in the data, 
making the model less sensitive to initial conditions. 

rotx_ pointcloud: Rotates the point cloud around the x-axis by a randomly generated angle. 
Introducing variations in the x-axis orientation ensures the model learns to recognize objects 
from different perspectives. This rotation augmentation promotes diversity in the dataset, 
enhancing the model's ability to generalize to unseen orientations. 

roty pointcloud : Rotates the point cloud around the y-axis by a randomly generated angle. 
Similar to `rotx pointcloud', this transformation introduces diversity in the y-axis orientation, 
expanding the range of perspectives the model encounters during training. 

rotz pointcloud : Rotates the point cloud around the z-axis by a randomly generated angle. 
Introducing diversity in the z-axis orientation ensures comprehensive coverage of rotational 
variations, contributing to the overall transformation diversity in the dataset. 

noisy pointcloud: Adds random noise drawn from a normal distribution to each point in the 
cloud. Simulating real-world noise conditions, this transformation improves the model's 
robustness to noisy input, helping it generalize better in environments with inherent data 
imperfections. 

seale nointcloud: Combines normalization and noise addition by first normalizing and then 
adding noise to the point cloud. This transtormation offers a balanced approach to data 
augmentation, normalizing the point cloud while introducing random petturhatione thosak 
noise. It ensures a comprehensive yet controlled variation in the dataset 

rotate pointcloud: Sequentially appies rotauons around all three axes (x, y, z). Generatine 
diverse rotations allows the model to learn invariant features under various orientations. This 



comprehensive transformation enriches the dataset, enabling the model to handle a wide range of 
spatial configurations. 
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The custom loss criterion for unsupervised contrastive learning, a technique commonly employed in 

training neural networks for tasks like Siamese networks or SimCLR. The primary objective of 

contrastive learning is to encourage similar embeddings for positive pairs (pairs of similar samples) 

and dissimilar embeddings for negative pairs (pairs of dissimilar samples). The loss function 

incorporates a temperature parameter to adjust the sharpness of the probability distribution during 

similarity calculations. Utilizing a custom logic reminiscent of a triplet loss, the code accumulates 

nositive and negative similarities for each anchor in the batch and computes the loss based on the 

negative log of the ratio between these similarities. Normalization ensures that the lose is 

independent of the batch size. In essence, the custom loss aims to guide the learning nrocess . 

penalizing differences in similarity for positive and negative pairs, fostering the development of 

discriminative features within the embeddings for effective unsupervised representation learning 



Chapter 4: Results 

4.1 Result: 

The visualization of point cloud embeddings using t-Distributed Stochastic Neighbor Embedding (t 
SNE), a dimensionality reduction technique. The process begins by fetching a sample batch from the 
data loader and obtaining representations of the point clouds through a pre-trained model. The high 
dimensional embeddings are then concatenated and converted to a NumPy array. Subsequently, t 
SNE is applied to reduce the dimensionality of the embeddings to 2D, facilitating visualization while 
preserving pairwise similarities. 

The resulting 2D t-SNE embeddings are depicted in a scatter plot, where each point corresponds to a 
data point in the original high-dimensional space. The positions of points in the 2D space are 
indicative of their similarities. Transparency is applied to the points for clearer visualization, and a 
distinctive color palette is utilized. 

To aid identification, annotations representing the indices of the data points are added to the plot. 
This allows users to associate specific points on the scatter plot with corresponding entries in the 
original dataset. The visual representation offers insights into the structure, clustering, and 
relationships within the point cloud dataset. Points that are close in the t-SNE space are expected to 
share similarities, providing a valuable tool for exploring and understanding the underlying patterns 
in the high-dimensional embeddings. 
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Conclusion 

The introduced method is an unsupervised representation learning approach tailored for 3D point 

cloud data. The core of the approach involves identifving rotation as a highly benericlal 

transformation for generating a contrastive version of an original point cloud. Through thiS metnod, 

It aims to learn unsupervised representations by maximizing the correspondence between paired 

point clouds, where each pair consists of an original point cloud and its contrastive version. The 

implementation of the method is designed to be straightforward and operates without the need ror 

resource-intensive computing. 

The evaluation of the unsupervised representations spans various downstream tasks, including 3D 

object classification, shape part segmentation, and scene segmentation. The experimental results 

illuminate the remarkable effectiveness of the approach in delivering impressive performance across 

these tasks. 

Looking ahead, future endeavors involve delving into semi-supervised techniques to further enhance 

the performance of the method. Additionally, there is an aspiration to extend the applicability of the 

approach to diverse domains, including but not limited to 3D object detection. Through ongoing 

research and exploration, the aim is to contribute to the advancement of unsupervised learning 

methodologies for point cloud data, unlocking new possibilities and applications in the realm of 

three-dimensional representation learning. 



Here are some references that can be useful for learning more about the project: 

https://colab.research.google.com/drive/1w3Sve2DFADuY 212zeHRc4JvaAlIFywvFl#scrollTo=C 
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