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CHAPTER 1: PROJECT OVERVIEW

1.1.  Introduction

Speech Emotion Recognition (SER) has become increasingly popular for several reasons Emaotions are
a fundamental aspect of human commumication, and understanding them s crucial in various domains
When humans communicate, they convey not only the content of their messages but alsa their emotion il
state. SER provides a means to capture this emotional content, which is often subtle and nuanced
enriching the interactions between humans and machines It has the potential o enhance the user
experience in apphcations hike virtual assistants, customer service, and entertainment by enabling mare
empathetic and responsive interactions. SER using audio data s particularly sigmificant for several
reasons. Unlike text-based SER, audio data contains not only the words spoken but also crucial prosodic
features like tone, pitch, and timing, which play a vital role in conveying cmotions Additionally, audio-
based SER is essential in case we do not have text data, or have very little of i such as analysing
emotional states in non-textual content like podcasts, phone calls, and voice messages. Asa result, audio-

based SER complements text-based SER and expands the scope of emotion recognition

However, SER comes with its fair share of challenges. Emotions are complex and multifaceted, and their
expression in speech vanies greatly among individuals and across different languages and cultures. Noise,
accent, and background sounds can further complicate the recognition process Addinonally, the
emotional states of individuals can be highly contextual, making it challenging to achieve consistent
recognition accuracy across diverse scenarios. Overcoming these challenges requires the development

of robust models and the utilization of large, diverse datasets.

1.2. Objectives and Scope

The recognition of emotions in speech is essential for monitoring psychological health and well-being,
which has gained significant attention in recent years SER can be used to detect early signs of cogmitive
problems by analysing changes in emotional states through voice data. It enables remote patient
monitoring and timely interventions, especially in telehealth scenarios, contributing to improved mental
health outcomes. In the era of data-dnven personahization, SER plays a vital role in tailoring content,
services. and recommendations to individual preferences and emotional states. For example, in the
entertainment industry, it can help streaming platforms suggest movies, music, or content that aligns with
the viewer's mood, creating a more engaging and customized user experience. With the growth of online
education and e-learning platforms, SER can enhance the effectiveness of remote teaching by gauging
student engagement and emotional responses during virtual classes. Educators can use this data to adjust
their teaching methods, identify struggling students, and offer additional support, ultimately improving
¢ education. SER is a valuable tool in market rescarch and customer sentiment

the quality of onlin
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analysis, particularly in the era of social media and online reviews It enables companies to make data
dnven decisions to improve their offerings and address customer concerns. In the digital content creation
landscape, SER can be utilized to assess the emonanal impact of multimedia content, such as video ads
or social media campaigns. This data can gude content creators in producing more emotionally resonant
and engaging material, contnbuting to the success of marketing campaigns and online content. 51 R is
essential for making technology more aceessible and inclusive. [t can benefit individuals with speech
and language disabilities by allowing them to convey their emotions and intentions through speech,
thereby providing a means for effective communication and interaction with technology and the digital
world. In an increasingly globalized world, SER 1s vital for recognizing cmotions across different
languages and cultural contexts. It can be used to adapt content and services o various lingwistic and

cultural nuances, ensuring that emotional recognition remains relevant and cffective in diverse setings

1.3. Project Features

This paper introduces an Emotion Recognition System that harness deep learming 1o precisely detect
emotions from speech signals. Our methodology focuses on transforming raw audio data into informative
Mel spectrogram representations[1]. We propose the "CNN-TM" architecture, a fusion of parallel
Convolutional Neural Networks (CNNs) [2] and a Transformer encoder, designed to capture emotional
cues from speech spectrograms [ 1]. This synergy is poised to revolutionize SER, allowing for a more

nuanced and context-aware understanding of emotional content within speech.

1.4. Feasibility

The feasibility of our project is supported by the supervised Icarning approach, where our ERS i1s trained
to minimize cross-entropy loss, optimizing over 150 epochs with an Adam optimizer{3]. To prevent
overfitting, we incorporate dropout layers and utilize the Rectified Linear Unit (Rel.U) activation
function for introducing non-linearity[4]. The model undergoes rigorous evaluation using preeision,

recall, F1-Score, and accuracy metrics, supported by the confusion matnix, (o assess its classification

capabilities.

1.5. System Requirements

All experiments and training procedures have been conducted on a laptop equipped with a 2.5 GHz Dual-
Core Intel® Core 15 processor, 8 GB of memory, and a 512 GB SSD hard drive. Despite the relatively
modest hardware specifications, the model demonstrates its capability (o eff ectively recognize emotions

in speech signals. And Kaggle notebook with GPUI00 Accelerator.
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CHAPTER 2: LITERATURE REVIEW

Speech Emotion Recognition (SER) has evolved as a dynamic and evolving ficld at the intersection of
speech processing, machine learning. and human-computer imteraction This section provides an m-depth
exploration of key rescarch and developments in SER, shedding light on its foundational concepls and
the latest advancements. There have been various different approaches for sentiment analysis uscd by
different researchers over the period of time. In [6], the research introduces the concept of an Audio
Spectrogram Transformer (AST), which is a model designed for Speech Emotion Recognibon (SER)
and AST is based on the transformer architecture [7] relies solely on attention mechanism o analyse
audio spectrograms [1]. The paper proposes a method for transferring knowledge from a Vision
Transformer (ViT) pretrained on ImageNet, which proves to be highly beneficial in enhancing AST'S

performance, making it a promising development in the field of SER

The researchers proposed a framework where audio representations arc learned with guidance from
in the realm of audiovisual speech, researchers utilize a generative ramning technique focused on the
visual modality in [8]. This method involves ammating a static image o synchromze with an audio clip,
and then fine-tuning the resulting video to closely resemble the authentic video. The researchers
introduced PyNADA, featuring a novel activation function called ADA in [9]. Notably, a single
PyNADA neuron can successfully learn the XOR logic due to the unique apical dendrite activation. The
research demonstrates that ADA and PyNADA outperform standard neurons using ReL.U (4] and leaky
ReL U [10] activations across various tasks and neural architectures. This rescarch takes inspiration from

the recent study done in [11], showcasing the power of neural networks [12].

The research introduces SPEL that enhances the performance of machine lcarning models when
combined into an ensemble in [13]. Instead of mercly aggregating models, this approach allows them to
iteratively learn from each other, improving individual models and transferring knowledge about the
target domain. The study demonstrates the effectiveness of SPEL through experiments on three audio
tasks. outperforming baselinc ensemble models. Importantly, 1t 1llustrates that applying self-paced
learming individually to models is less effective, emphasizing the value of models leaming
collaboratively within an ensemble. Additionally, ablation results on the CREMA-D datasct reaffirm the

benefits of this knowledge-shanng approach(5].




CHAPTER 3: PRELIMINARY DESIGN

In this work we propose an ¢moton recognition system using the spectrogram of speech signals of
different emotions, using two parallel convolutional neural network (CNNs) and a transformer encoder,
Each CNN has three convolutional layers and two pooling layers. The outputs of the two ( 'NNs ure
concatenated and fed mto the transformer encoder. The transtormer encoder has six layers, cach with a
multi-head attention mechanism. The output of the transformer encoder 15 fed into a fully connected
laver to predict the emoton. In this approach the model 1s trained using a supervised learning approach
The traming dataset consists of pairs of speech spectrograms and emonion labels. The model 15 the
raining process involves mimmizing the cross-entropy Joss between the predicted emotion labels and
the actual ground truth labels. To ifer the emotion of a new speech signal, the input speech signal 15
converted to a spectrogram and fed into the model The model predicts the most likely emotion based

on the output of the fully connected layer.
3.1. Model Architecture

Our Emotion Recognition System (ERS) employs a unique model architecture known as the "CNN-
TM" designed to cffectively capture emotional cues from speech signals. This archilecture integrates

two fundamental components: parallel Convolutional Neural Networks (CNNs) and a Transformer

encoder. Let's delve deeper into each component:
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Figure 3 Model Architecture
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J.1.1. Parallel CNN Blocks

ach designed to extract distinct features from

The ONN-TM features two parallel CNN blocks, ¢
the input speech spectrogram. These CNN blocks enable understanding complex patterns and
emotional cues within the data. Each CNN block compnises three key elements: convolutional

layers, batch normalization, Rel.U activation tunctions, and max-pooling layers. The mitial

convolutional layer acts as a feature extractor, wentifying low-level features within the

spectrogram data. The output from this layer is passed through batch normalization to normalize

the feature maps and enhance traming stability. ReLLU activation functions introduce non-linearity

to the model

Max-pooling layers are strategically placed to reduce the spatial dimensions of the feature maps

This reduces computational complexity while preserving essential features. The three

convolutional layers within each block work in tandem lo capture features of varying complexity

The output of these layers is a collection of high-level features that are distinct and informative

By employing two parallel CNN blocks, the model can focus on different aspects of the

spectrogram simultaneously, enhancing its overall feature extraction capabilities

3.1.2. Transformer Encoder:

The Transformer encoder component plays a pivotal role in capturing complex patterns and

relationships within the spectrogram data. This encoder consists of six layers, each incorporating

multi-head attention mechanisms and feedforward networks.

Within each layer of the Transformer encoder, there exists a multi-head attention system that

cnables self-attention. This mechanism empowers the model to assess the significance of different

segments within the spectrogram when making predictions. Simultancously considering various

aspects, the model can acquire a deeper understanding of complex relationships present in the data.

Feedforward Networks: After self-attention, feedforward networks introduce additional non-
linearity. These networks consist of multiple layers, including linear transformations and activation

functions. They enable the model to capture complex relationships within the spectrogram data.

Output of Transformer Encoder: The output of the Transformer encoder is a rich representation of

the input

data, enriched with emotional cues and patterns. This representation is then processed by a fully

connected layer to predict the emotion.



3.1.3. Fully Connected Layer:

T'he final layer of the model architecture is responsible for processing the output of the transformer

encoder and predicting the emotion category. The fully connected layer is equipped with a SoftMax

[ 14] activation function, which converts the model's output imto probability scores for each emation

category. The category with the highest probability score 15 recogmised (o be the predicted emotion

allowing the model to effectively classity speech signals into one of the predefined emotional
states

In summary, the CNN-TM architecture is designed 1o effectively capture emotional cues from

speech spectrograms. It combines parallel CNN blocks for feature extraction with o Transtormes

encoder for capturing complex patterns and relationships. The maodel's fully connected layer

handles emotion prediction, making 1t a powerful tool tor Speech Emotion Recognition (SER)

The model's architecture has been fine-tuned and optimized 1o enhance its accuracy and

generahizaton capabilities, contnbuting o 1ts robust performance 1 recognizing emotions in

speech signals

3.2. Model Training

The training of our ERS is a critical phase achieving accurate emaotion recogniiion The following

aspects characterize our model training process:

3.2.1 Supervised Learning
Our approach adopts a supervised learmng paradigm. The traming dataset is composed of pairs of

specch speetrograms and emotion labels. The model's objective is 1o to minimize the cross-entropy

loss, the goal is reducing discrepancies among the predicied emotions and the actual ground truth

labels.
3.2.2 Training Parameters

e Epochs; Our model undergoes 150 traming cpochs. Each epoch represents o full weration

through the traming data, allowing the model to gradually improve its performance.
Loss Function: We employ the Cross Entropy loss function. This (unction quantifies the
discrepancy between predicted emotion distributions and actual emotion labels.

e  Optimizer: Our choice of optimizer s AdamW, which combines the benefits of adaptive

optimization and weight decay. It helps fine-tune model parameters.

e Learning Rate: we have taken le-4 as our learning rate, ensunng a balance between fast

convergence and stability during traming,
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3.2.3 Training Loop

The training loop imvolves an iterative process in which the model passes through the training
dataset, computes loss, and updates its weights to mimmize the loss. This process 1s repeated over

multiple epochs to progressively improve the model
3.3 Dropout and Activation Function

During training, we employ dropout layers with a probability of 0 4 Dropout is essenual for preventing
overfitting. as 1t randomly sets a portion of neurons' outputs to During the training process. the
utilization of stochastic regularization aims to drive certain model activations to zero. This technique
encourages the model to enhance its learning capabilitics. robust and generalizable features The

activation function used throughout the model architecture is Rectified Lincar Unit (ReLU)
3.4 SoftMax Function

The SER model's SoftMax function is an essential part. It converts the unprocessed output of the model
Into probability distributions across various emotional states. To put it simply, the softmax function
gives each emotion class a probability score so that the model can decide which emotions to classify
In order to translate the model's learnt characteristics into a format that can be understood for emotion

recognition, the SoftMax function is essential.

The SoftMax function converts an input vector of real numbers, represented as Z, where Z = [z1, 22, .
zk], into a probability distribution. represented as P = [pl, p2...., pk]. The probability that an input
belongs to class i is represented by each Pi. This is how the SoftMax function IS expressed

mathematically:

Equation |

In Eq (1), Pi represents the likelihood that the input is a member of class i. zi is the input veetor's ith

clement.
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CHAPTER 4: FINAL ANALYSIS AND DESIGN

4.1 Dataset Selection and Description

Our research capitalizes on the CREMA-D datasct, a pivotal resource in the field of Speech Emotion

Recognition (SER) [his dataset offers a diverse collection of audio recordings, cach annotated with

primary emotion labels. These primary labels correspond to six distinet emotions, namely sadness, anger,

disgust, fear, happiness, and neutrality. The controlled conditions under which actors express emotions

make CREMA-D a reliable resource for emotional speech analysis

4.2 Feature Extraction

Feature extraction plays a pivotal role in SER, transforming raw audio data into informative

representations that capture relevant emotional content. In our research, we employed the following

feature extraction pipeline:
4.2.1 Mel Spectrogram Representation:

We extracted Mel spectrogram features using the ‘torchaudio’ library. The Mel spectrogram [1] 15
a well-established feature representation for speech analysis and SER. It effectively captures the

ral content of audio signals, aligning with human auditory perception. In Fig. 2, we can sce
I

spect
spectrogram images for different emotion which are used as an input for our mode

e Raw Audio Data: We began by loading audio samples from the CREMA-D dataset, resulting in

raw audio waveforms and their respective sample rates.

e Conversion to PyTorch Tensors: For efficient processing, we converted audio waveforms into

PyTorch tensors. This step allowed us to hamess available hardware resources, whether CUDA

GPU or CPU, for computation.

our feature extraction involved computing Mel

e Mel Spectrogram Computation: The core of
umber of Mel

ams. This process involved fine-tuning parameters such as the n

spectrogr:
¢ between windows. These settings influenced the

filterbanks, analysis window size, and hop siz

level of detail captured in our spectrogram representations.
e Power Spectrogram to Decibel (dB) Scale: To enhance the informativeness of our spectrogram,

we applied the conversion 10 a decibel (dB) scale. This transformation facilitated the capture of

subtle changes in audio intensity, a crucial factor in recognizing emotional expression in speech.

Data Organization: Throughout this feature extraction process, we accumulated these Mel

spectrogram representations into a list, serving as a central repository for these transformed

features.




Higured Spectogram Images of all Emations

4.3 Data Splitting and Preprocessing

The first step in our experimental process was to divide the dataset into three distinet categories

tramning, validation, and testing. We employed a stratified approach to maintain class balance, ensuring
that cach emotional state was well-represented in cach split, Our final split resulted in a training set of
4,688 samples, a validaton set of 521 samples, and a test set of 2,233 sumples. This caretul division of

data provided a solid foundation for model training and evaluation,

4.4 Model Training and Evaluation

We adopted the PyTorch framework to develop and train our Speech Emotion Recognition (SER)
model. The model was trained over 150 epochs, with the primary objective of minimizing the
classification loss. As seen in Fig. 3, The model's traming progress was monitored by examining the
traiming loss and accuracy metries. The "training loss" indicated the model's ability 0 reduce
discrepancies between its predictions and true labels, while the "training accuracy” measured its

correctness in classifying examples within the training set.
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The validation dataset served as an independent benchmark to assess the model's generalization
capabilities. The "validation loss” measure the model's precision in predicting emotional labels on
unseen data, while the "validation accuracy” gauged its ability to generalize o new, previously unseen

samples

We introduced an "early stopping mechamsm” to mitigate overfitting, ensuring that the model

maintained 1ts performance on new data.

Training history

v b O TR
1€ \
8"
b
& L™
g,
- i
) N
~
& "~ e J
-~
10 ~
T,
o N
on 4 —
e
e ?
]
| S— - = . -
o S0 40 "o Do
Fpach

Training history

on e QBT AECUTACY .

vabdation Accuracy oaadl

= A

z ose -~
& ] y
g b
a3 Jf
|
-
,"‘
04 f" [
t.: ;0 a.u n}l 8o

Figure 5 Traiming History for Accuracy and Loss

4.5 Confusion Matrix and Most Confusing Classes

To delve further into the model's classification outcomes, As seen in Fig. 4, we employed a
"confusion matrix" to visualize the results. This matrix presented not only the instances that were
correctly classified but also the instances where misclassifications occurred for cach emotional

category. It offered a comprehensive view of the model's classification accuracy and performance.







4.6 Final Results

After rigorous training and evaluation, our SER model achieved impressive results on the test dataset

The final results are as follows:

Tahle 1. Performance metris
Parameters Values
[} ]
| 79.94%
| Accuracy |
|
I {
| | BO.36%
Precision .
| |
[ 79.28%
Recall .
4 {
79.81%
F1 Score

These results highlight the model's ability to accurately recognize and classify emotions in speech

data, demonstrating its Opportunities for practical use in real-world scenarios in understanding and

categorizing emotional states from audio inputs.
We can conclude that our experimental setup and results showcase the effectiveness of our SER

model and its real-world applicability. The careful data splitting, rigorous model training, and

comprehensive evaluation with various classification metrics together underscore the model's

performance.

4.7 CONCLUSION

Our Emotion Recognition System (ERS) 1s based on the innovative "CNN-TM" modcl. It combines
parallel Convolutional Neural Networks (CNNs) and a Transformer encoder to accurately detect
emotions in speech signals. The parallel CNN blocks and Transformer encoder jointly enable the
model to grasp complex emotional patterns from Mel spectrogram representations. Our supervised
training process minimizes cross-entropy loss, leading to precise emotion classification. While our
model demonstrates robust performance, future research should explore larger datasets and fine-

tuning techniques for further improvements. The "CNN-TM" model holds significant promise for

real-time sentiment analysis and human-computer interaction applications.
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