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ABSTRACT

« with similar cha racteristics.
avioural, purchasing power,
ctc. The goals of customer
increasing customer
designing marketing

Customer segmentation is simply grouping customer

These characteristics include geography. demagraphy. beh
situational factors, personality, lifestyle, psychographic.
segmentation are customer acquisition. cusiomer retention,
profitability. customer satisfaction, resource allocation by
meastres or programs and improving target markeling measures.

Clustering is an efficient technique used for cuslomer segmentation. Clustering places

homogenous data points in a given datasel. Each of these groups is called a cluster.
While the objects in each cluster are similar between themselves, they are dissimilar
to the objects of other groups. Clustering is a type of data mining approach in
machine leaming classified under unsupervised learning. This is because it is able to
discover patterns and information from unlabelled data. Tt is used extensively in

machine leaming. classification, and patiern recognition.

Clustering algorithms include the K-means algorithm, hierarchical clustering.
DBSCAN. In this project, the k-means clustering algorithm has been applied in
customer segmentation. K-means is a clustering algorithm based on the principle of
partition. The letter k represents the number of clusters chosen. It is the most
common centroid-based algorithm.
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Chapter 1: Project Overview

Effertive decisions ore mandatory for gny company 1o genersie good revesuc. In Thesa deys
competition |s huge and all companies are moving forward with their own different Sindggles.
We should use data and ishe o proper decision. Every person is different from ome amother and
wé don't know what hefshe buys or what thelr likes are. But, with the help of machins
learnimg 1echnlque ong can son out the dats ond  can find the fargel groug by applying
several algorithms to the daisset Without this, 1t will be very difficult and no betier
bechniques are available 1o find the grown of people with similar character amd imleresis in a
large dutaset. Here, The customer segmentation using K-Means clusiering help 10 group the
datn with samse stiributes which exscily helps 1o business the besi. We are going 1o use elhaw
methad 1o find the number of clusters and al kst we visualize the deia.

1. Kevwards
Clustering, Elbow Method, K-Means Algorithm, Customer Seymeniation, Visskzation.

Introduction

1.1 Intruduetion

Mowadays the competition is vt snd lot of eechoolegies came into accousi for effective

growth and revenue generation. For every business the most impanant camponent is data.

With the help of grouped o ungrouped dotn, we can perform  some operatioas to find

CUSIOMeEr Enleresis

Diata mining belpfid 1o extract data from the dutabase in & haman readable format, B, we
may hot known the sciual beneficiaries in the whole dutaset. Cusiomer Scpmentation is usclil
to divide the large dats Fram datssel inlo several groups based on their age, demographiis,
spenl, imcame, gender, eic. These groups are wlso known as chasters, By this, we can get i
know ihat, which produet got huge number of sales and which ege group are purchasing .
And, we can supply that product mach for befter revenue penentian.

Initially we are going to fake the old datn. As we knaw that old is gold 5o, by using the ald

data we are going to apply K-means clusiering algorithm nnd we have to find the sumber ol
clusiers firsl. 8a, af lasily, we hive @ wisuallze the dota One can easiky Find the palential

graup of data while ahserving thol visualization.
The goal of this paper is o identify cusiomer segments iising the data mining approach, using

the



partitioning algorithm called as K-means clustering algorithm, The elbow method
determines the optimal

clusters.

3.1 Problem Statement

Customer Segmentation is the best application of unsupervised leaming. Using
clustering, identify segments of customers in the dataset 1o target the potential user
base. They divide customers into various Eroups according to common
characteristics like gender, age, interest, and spending habits 50 they can market to

cach group effectively, Use K-Means Clustering and also visualize the gender and
age distributions. Then analyze their annual income and spending scores. As it
describes about how we can divide the customers based on their similar
characteristies according to their needs by using k-means clustering which is a
classification of unsupervised machine leaming,
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Initially we will see the dataset and then we will perform exploratory data analysis
which deals with the missing data, duplicates values and null values. And then we
will deploy our algorithm k-means clustering which is unsupervised learning in

machine leaming.

As in order to find the no of clusters we use elbow method where distance will be
calculate through randomly chosen centres and repeat it until there is no change in
cluster centres. Thereafter we will analyse the data through data visualization, Finally
we will get the outcome.

3. Algorithm

1. K-Means Clustering

@® K Means algorithm in an iterative algorithm that tries to partition the dataset
into K predefined distinct non overlapping sub groups which are called as
cluster.

@® Here K is the total no of clusters.
@ Every point belongs to only one cluster.
® Clusters cannot overlap.

5.3.2 Steps of Algorithm

@ Arhitrarily choose k objects from D as the initial cluster centers.

@ Repeal.
(® Assign each object to the cluster 1o which the object is the most similar,
based on the mean value of the objects in the cluster.
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® Update the clusier means, i.c. calculate the mean value of the objects for

each cluster.

® Until no change.
6. Methodology

| First of all we will import all the necessary libraries or modules (pandas, numpy,
seaborn),

2 Then we will read dataset and anyalse whether it contains any null values, missing
values and duplicate values. So we will fix them by dropping or fixing the value with
their means, medians etc which is technically named as Data Preprocessing.

3, We will deploy our model algorithm K-Means Clustering, which divides the data
into group of clusters based on similar characteristics. To find no.of clusters we will

use albow method.

4.Finally, we will visualize our data using matplot, which concludes the customers
divided into groups who are similar to each other on their group.

7. Implementation And Analysis

1. Owverview of a Dataset

This is a mall customer segmentation data which contains 5 columns and 200 rows.
For this Project we have used Mall Customer Dataset taken from “kaggle”, here our
main objective is to divide customers into groups according to common
characterstics.

=] 1= - | Ages Annual incoms (ki) Speanding Scors (1-100)

=] 1 Himle 18 v‘l'_; AR

1 z Wmle 21 15 a1

 } 3 Fanmals 20 18 [

3 4 Femals Z23 VE T

& i Feamals a i A0
E1-1] 188 Fenala k1] 120 o
108 16T Femals A 120 ]
187 e Klalu az raa Ta
TEE 1k Folaalm EF) 14T 1|
1FE 200 Talitlt L) 1ar ) [1R]

200 rows = 5 oolumns

2. Exploratory Data Analysis

It deals with the data preprocessing, whether it contains any missing values or null
values, There after we will see the information and description of the dataset.

1.  Information of the dataset

fdf.info()
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As here it overview the information of the data. And i gives it doesn’t contain any
null values.

As we will remove the irrelevant data which is customer id.

df drop(["CustomerlD"], axis=1, inplace=Truc)

= g - = RiLEs iy | Eeieilie

ar
M g St A iy
[ | L] L]
| b P " i
I s W L] i
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b T i =
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¥ s 3 4 =
7.2.2 Description of the data
#df describe()
Aga  Aoaual o [k Sparieg Beerw [1-489)
el 00 80000 100 A0 oD 300000
magan 38 MR000 [WE 5 00000
wad L RERDDT M Fel FE
mi OO0 16 E2000C I CODE
% 7 F0000 & Wi TR0
[T R d ] A S £ (00
Fiw D000 T G *3 il
mag N OEDEEA 17 QO [Tl -0

It describes about the count which counis the no of rows in it, mean of the columns,
<tandard deviations, maximum and minimum and percentiles elc.

7.3 Gender plot Analysis

Here it overview the gender analysis
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sns, harplot{evgenders  index, y=gander Jvaluss
plt.elabel [ candsr ) ) P
pl ylabel( Coumt")
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So we label the x-axis as Gender and y<axix as Count and we plot it by using barplot.

1
L]
§ o=
: [
»
(1=

L

From the plot we will con clued that the there are more female customers than the
male customers i.c female customers are morc than 100 whereas male customers are
nearly 80.

7.4 Age plot

We will use distplot for the distribution of age of the customers.

plt.figure{ﬂgsne={ﬁ,3‘_|]
sns.distplot(df[ "Age'])
plt.title( Age Distribut ion')
plt.xlabel( Range of Bge’)
plt,ylabel( Count’)

plt. show()

S0 we label X-axis as range of age and y-axis as count.

hge Deithiratio=

w1y |
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A | - |
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From the plot, it varies the age from nearly 20 to 70. it is evident that the age of the
customers between 30 - 40 are more, then afier 20-30 etc.
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7.5 Annual Income vs Spending Score

As we will use scatterplot and labelled x-axis as Annual Income(k$) and y-axis as

Spending Score( 1-100)

FILEEE IR A Laf| (Lo
platitlei ia 1 | I 1

fil ekl i e (i

b il ety ¥ & |

ot shaa 1
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=
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ol o e T-I .
e &l L = i W 1

From the plot we observed that it varies from low annual income with low
expenditure or spending money to high annual income with high expenditure.

7.6 Elbow Method

The elbow method is based on the observation that increasing the number of clusters

can help to reduce
the sum of within-cluster variance of each cluster. This is because having more

clusters allows one to capture

finer groups of data objects that are more similar to each other.
To define the optimal clusters, Firstly, we use the clustering algorithm for vanious

values of k. This is
done by ranging k from | to 10 clusters. Then we calculate the total intra-cluster sum

of square. Then,
we proceed Lo plot intra-cluster sum of square based on the number of clusters. The

plot denotes the
approximate number of clusters required in our model. The optimum clusters can be

found from the graph
where there is a bend in the graph.

First we will consider the data X which as only two columns they are annual income
and spending score,

X=di[['Annual Income (k§)','Spending Score (1-100)]]



X.head()
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7.7 Fitting the Algorithm

usmleanﬂn_:luster5=:~]

em . AL (X)

y:hn.preditt{!]

gf["Cluster "=y

df .head()

with § clusters and we will fit it. There after

As here we initialized the kmeans as km
And then We wil

we will predict the data and store it in ¥.
Cluster and data as Y-

| add new column named as

g isw W &
7 e 3 L] [ L] 3
3 Fyraie 3 L] B i
4 Fevass 21 1% i b |
i Fonse 1 1T L 4

So from the figure We observed that each customer is jabelled with cluster which is

based on their characteristics.

7§ Visualization the clusters
based on Annual Income and Spending Score of the

Visualizing the clusters
ot a graph named as Clusters of Customers to visualize the

customers. As here we pl
data in terms of groups of cluster.

plt.ﬁgurc{ﬁgs'rzl:'{li,'r}]
plt.scatter(df]“ Annual Income (k$)"][df.Cluster = 0], df["Spending Score (1-100)"]
[df.Cluster == 0], e="blue’, =60, label="Cluster )

plt.scatter(df]"Annual Income (k$)"][df.Cluster = 1], dff"Spending Score (1-100)"]
[dF.Cluster == 1], c="red, §=60, label="Cluster 1"}

;:l'll..sl:all.tr[df['hnnuﬂ Income (k$)"][df.Cluster = 2]. dff"Spending Score {1-100)"]
[df.Cluster == 2], c="green’, 5=60,label="Cluster 2')

ph,scam:r{df["ﬁ.nnuai Income (k$)"][df.Cluster = 3}, dff"Spending Score (1-100)"]
[df Cluster ==13], c="yellow’, s=60,label='Cluster 3')

plt.scatter(df"Annual Income (k$)"][df.Cluster
. = — 4]1 dl’[lls di 5.: 4 g
[df.Cluster = 4], c="black', s=60,label=Cluster &) i A




plLtitle('Clusters of Customers’)

pltlegend()
pit.xlabel(' Annual Income (kE))

plt.ylabel('Spending Score (1-100))

pli.show()
:"Il“ 'Ir.;:q':. Z .
' 'l:....,l 'I‘_.f-' ¥ Tl
1L *-i‘_ :'lI 1.. el
. W
i s

- b T

B i

Sao from the above one we observed that the there are § clusters which are named as
01,234
* Cluster 0 which is at centre, average annual income with average spending
SCOTE. .
Cluster | which is at top right, highest annual income with highest spending
soore.
s Cluster 2 which is at top left, lowest annual income with highest spending
SCOre.
s Cluster 3 which is at bottom right, high annual income with low spending
SCOTE.
s (Cluster 4 which is at bottom left, lowest annual income with lowest spending

SCOre.



Customer Segmentation - Using k-means

About: Customer Segmentation

15 3 popular application of unsupervised learning. Using
clustering,

Identify segments of customers ta target the potential user base. They divide
Customers into groups according to common characteristics like gender, age, interests, and
*Pencing hablts so they can market to each group effectively.

Llsu_ K-means clustering and also visualize the gender and age distributions. Then analyze
their annual incomes and spending scores.

CODE:

PR [y rauf

AMpALt numpy A8 Tip

import pandas as pd

imporkt ssaborn as ans

import matplotlib.pyplor as plt
from sklearn.cliuster import FMeans

import warnings
warnings.simplefilcier (action='ignore’, category=ftutureWarning,

I |'2)3
Freadlng dava veding panda oz o dacaf rans wod princieg’ [T fad vl
customser = pd.read csv|'Costorer-
Eeqmentacion cav') cuscomer.headl(]
Cut{2]: Customer®) Gender Age  Annual Income (k§) Spending Score (1-100)
1] 1 Male 19 15 n
1 1 Male 21 15 a
3 3 Female 20 1% B
¥ 4 Female 23 16 )
4 5 ‘Female 3 17 40

There are 5 columns CustomerlD, Gender, Age, Annual Income and Spending Score In our
dataframe ‘customer’

tn 13): #ebecking size of do
customar , shape

ot -'!| i IEI:IU. 5"
We have a data set with 200 rows and 5 columns.

o n W
e frd) T Cas £A0

sustomar  fenull () .sumil

rustomerlD

Gendar

Age

annuoal Income (k3]
gpending Score {1=-100]

dtype: lntéd

L o R ]
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It clearlly shows that there is no NULL value present in our dataframe.

Customer D Age  Annual Income (k5) Spending Score (1-100)

count  200.000000 200.000000 200, 000000 200, 000000
MEAR 100, 500000 38. 850000 &b, SH0000 50. 200000
std 57.879185 13.969007 16. 264721 15.813512
i 1.000000 18, DO0000 15. 000000 1. 000000
15% 50, F50000 28. 750000 41, 500000 34.750000
50% 100500000  3&. 000000 1. 500000 50.000000
T5% 150,250000  4%.000000 78.000000 71.000000
max 200, 000000 70000000 137.000000 59. 000000

We got values like mean, std deviation, min, max, Q1, Q2 and Q3 for all attributes.

sns, sat (atyle="whiregria®™)

Visualizing various Distributions

sns.distplot [customer{'fge' | ,caler= 'Jraen',bingw
plt.citle('Age disiribution plot!
plet.xlabel["Age’, fontsize =
pli.ylabel (*Count', fontaize =
plt.show|]

laptslze =

Age distnbution plot
DI:I-I-D1
0035

0G0
50248 ¥

L

Loz0

pons f

Coo0g

This shows that our data has customer ranges from 10 years to 80 years.
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