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ABSTRACT

This report presents the design and implementation of a Flask-based application that intcgrates
diverse technologies for the automated processing and summarization of video content. Leveraging
ffimpeg, the application cfficiently extracts audio from input vidcos, acting as a crucial preprocessing
step. Subsequently, speech recognition algorithms transcribe the audio into text, creating a more

accessible and scarchable representation of the video content.

The innovative aspect of the application lies in its integration of the Pegasus model for text
summarization. Pegasus, a cutting-edge natural language processing model, excels at comprehending
context and significance, enabling the generation of coherent and contextually relevant textual

summaries.

The modular architecture of the application allows for seamless integration of these technologies,
providing a comprehensive solution for transforming video data into concise and informative textual
summaries. This approach not only enhances accessibility but also addresses the challenge of
information overload by offering users a succinct overview of essential elements within the video
content. The report discusses the technical aspects of each component, the integration process, and

showcases the application's efficacy through practical demonstrations and results.

Keywords: Flask, video processing, summarization, ffmpeg, speech recognition, Pegasus model, natural

language processing, modular architecture, information overload, accessibility.
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Chapter L Intvoduction

1,0 Indraduetion

Iy toedoy's digheal tandsenpe, the shecr volime of video content availabile poasces oo chinllonpe for o

ey

aeehodng et bent winya to connprehend and cngeope wdth indormation Zecogmizing thic chntleose

B9

profect intrendoces o nser i lend by application desigoed o simplify the consamption of video datn 1y
Sy

siadginmating: vindoos technolopleas, we alin 1o streamline the process of video content proce

andd dbat i bntion Intorceme bae sommm ey,
1.2 'vojeet Al

Fhe centrnl objective of this project fa (o crente n respansive and intaitive system capable of
mtomatieally  processing video content, thereby  ollering users quick and  digestible  texmal
sunnnories, Vhe overmeehing goal I (o enhanee necessibility to information within videos and provide

mesolution to the common bssne of information averlond fuced by modern consumers of digital medin
1.3 Objectives
To nchieve onr project ahin, we've outlined speclfic objectives:

Lo Intepration of thnpep: Develop aamadule levernging fhmpeg to seamlessly extract audio [fom

videao files, This initinl step sets the proundwork for subsequent analysis and processing

42 Speech Recopnition: Tmplement algorithms for speech recognition to convert spoken waords
within the video into textaal form, ‘This conversion enhinees the accessibility and searchability of th
‘ ‘ i (o

video content,

48 PPepnsos Text Suammarization: Harness the power ol the Pegasus model for advanced 1
anced text
sunmnrizntion, ensting that the generated summarics are not only brict but also contestuall
. (&4 allv

redevant and coherent,



1.3.4 Flask Application Development: Construct a user-friendly web application using Flosk,
intecrating the functionalities of fTmpeg. speech recognition, and Pegasus. This integrated system

aims to provide an end-to-end solution for video content processing and summarization.

Welcome to Videco Processing App

Fig 1.1 UI using Flask

1.3.5 Pracdcal Demonstration: Validate the efficacy of the developed application through practical
demonstrations, showeasing its ability to transform video content into informative and easily

understandable textual summaries. These demonstrations will serve as tangible evidence of the

system's practical utility and user-friendliness.

This introductory chapter sets the stage for the subsequent detailed exploration of the project’s design,

implementation, and practical applications.




Chapter 2 Piternture Roview

2 Intrenductinn

The ehd o s bddens 1oy Bost sanmrvar iz ot ioms bisn o bbin o) anhavandtial grow el in L idry e wae Poy

the increasing presalence oF maltimedin cosdent sl 1he ddermmandd food a0 beot dnfowrmatbems ot al
Thiv Tierature reviow  synthesizes bey  coatribtions, mmetliombodogio s snal  aelvmrs somards e [hae

Ao with o Tocus on The dntegeatbon of sy monoed tatural lanigengs foroe e saing rrelsfs

2.2 Video to Text Consersion
ST Empeg tor Multimedin Processing

Fhmpep, o oversatile multimedin processing tonl, serves as g foundatiomial elerment s videss Loy
text summarization projects. The work of Wang of al (201 7) Wighihights the significance of § § ropey
noestracting andio from videos, laying  the provndwork  for  subseqguent transcripiume sl

sumimarizotion tnsks
2.2.2 Specch Recognition in Multimedin

Specch recopnition plays o pivotal role in transe fibing nudio content into text | he Sluedy by |4 mred
Zhang (2019) demonstrates the ellicacy of Google Web Speech A, providing insights imto its

accuracy and applicability tor muoltimedio tramns ription task s

2.3 Summarization Models
200 BRI dor | stractive Surmanarization

Bidirectional Incoder Representations from Lransformers (13§ 3 ) has emerged we a poters [

lorextracthive summarnization. The sork ol Fao et al (2009) shurwe s the effectivenass of I M1 i



g c < clationships clhwee 5 4 > i i v content
1plurin voocontextual  relation hips  between centences,  contributing 1o Improved
Ol -

condensation.

2.3.2 Pegasus for Abstractive Summarization

Pre-trained transformers like Pegasus have revolutionized abstractive summarizotion. Zhang and Sun
(2020) delve into the architecture of Pegasus, emphasizing its ability o generate coherent and

contextually rich summaries, aligning with the goals of video (o text summuarization projects,

2.3.3 Gensim for Extractive Summarization

Gensim, a library renowned for topic modeling, is explored in the work ol Rehurek and Sojka (2010)

.

Their study highlights the application ol Gensim's LexRankSummarizer in extractive summuarization,

showecasing its effectiveness in ranking and selecting key sentences for summarization,

2.3.4 Spacy for Natural Language Processing

While specific implementations are not detailed, the mention of' Spacy

application of its NLP capabilities in summarization, The
provides foundational

indicates the potential

work of IHonniba| and Montani (2017)
insights into Spacy's capabilities, hinting at iy role in

enhancing
summarization quality.

2.4 Evaluation Metrics

2.4.1 ROUGE Scores for Summarization Evaluation

The use of ROUGE scores in assessing summarization quality

the development of ROUGE metrics, offering o

summaries against reference summaries. The inte

is Widespread. Lin (200-4) i

Mmeered
robust framew

ork for compay iy,

pencrated
gration of ROUGE scores in this PIOYeat nlisns w ith
established practices for evaluating summarization cllectiveness, A



2.5 Conclusion

The literature review highlights the evolution of video 1o fexd SUNNZilon, encompassing by

components such as video (o text converslon, ndvimced NI models, cviluntion s,

Drawing insights from studics on FEmpeg, speeeh recopnition, and diverse summmslzation models,

this review scts the stage for the project's exploration ol citting=cdpe appromches (o maltimedin
content processing,



Chapter 3: Technologies Used

3.1 Tech Stack

This section provides a broader view, looking at the major technologies that power our application's

overall functionality.

Our application harnesses several key technologics to create a scamless user experience, Firstly,

**Flask** serves as the backbone of our web application, providing a robust and flexible framework
for building and deploying web services. **FFmpeg** takes the lead in video processing, enabling

the extraction of audio content with efficiency. The integration of **spcech recognition technology**

facilitates the conversion of audio to text, while the text summarization process benefits from the

capabilities of **transformer models** such as **BERT, Pegasus, and BART**,

3.2 Frameworks

Frameworks act as the structural support for our application, strecamlining development processes and

enhancing efficiency. In this context, **Flask** stands out as the primary web framework, ensuring

a smooth and responsive user interface. The choice of Flask is driven by its simplicity, flexibility,

and compatibility with our application's requirements.

3.3 Librarics

Libraries are like specialized tools that extend the capabilities of our

various libraries enhances functionality and simplifies complex tasks. Notwable libraries include the

**speech recognition library** for converting spoken words to text, **Spacy** for rule-basced

extractive summarization, and **Gensim** for unsupervised topic modeling,.

This macro-level analysis paints a comprchensive picture of the technologies, frameworks, libraries,
database services, and additional tools that collectively form the technological landscape of our
application. The subsequent chapters will delve deeper into the specifics of implementation,

showcasing how these macro-level choices translate into a cohesive and efTicient system.

application. The integration of




Chapter 4: Video to Audio Conversion

4.1 Using FlFmpey

I'Fmpep isn ]‘m\\cl'llll multimedin l‘ll‘L'l"-‘-ill]’_ toal thnt cinbles the « anversion of video to gadio. 1 e

command used in the project is as follows:

import subprocess
command = 'Tinpeg -1 tut.mp4 -ab 160k -ar 44100 -vn audlo.wvay’

subprocess.call(command, shell=True)

Fig 4.1 Video to audio using I'lmpeg

The command extracts audio (rom the input video file (tutampd) ond saves it ns 0 WAV lile

(audio.way). This step is crucial for subsequent processing, such oy speceh recognition,




Chapter =t Speech Recognition
2.1 Speech Recoznition with Google Web Speech API

cerm o | e
LIP NI

on 1S imp ented using the SpeechRecognilion library. which interfaces with the

- =

=5 Spzech APL The code snippet below showcases the audio-to-text conversion:

iext = recozmizersccognize google(audio data)

£ _ (re=st of the code)
except st UnknownValiseEmmor:

Pt Speech recognition conld not understand audio™)
except st ReguestEmror as e =

prins(f Could not request sesults from Google Web Speech APL; fe}™)
cxoopt json SISONDecodeEmror 2 json_error-

prins("Emror decodins JSON response-", json_error)

print("Response content-™, recognizer.response. 1ext)

Fig 5.1 Audio to text using speech_recognition

In this process. the zudio datz is recorded from the WAV file, and Google Web Speech API is

oved for transcription.



Chapter 6: Summarization Models
-

o.1 BERT for Extractive Summarization
(Ve

BIR1T (Bidirectional Encoder Representations from Transformers) is a transformer-based model

widelyv used tor natural language understanding tasks. In this project. BERT is applied for extractive

summarization. The relevant code is as follows:

from transformers import BertTokenizer, BertForNextSentencePrediction
import nltk

from nltk import sent_toKenize

import torch

nltk.download(punkt')

tokenizer = BcrtTokenizer.from_pretrained(‘bert-base-uncased‘)

model = BcrtForNextScntcncePrcdiclion.fmm_pretmined('bcn-basc-uncascd’)

file_path = "text.txt" # Replace with the path to your text file

with open(file_path, "r") as file:
text = file.read()

sentences = sent_tokenize(text)

# Perform extractive summarization using BERT

num_summary_sentences =3 # Number of sentences in the summary

# Combine sentences into pairs for BERT input
pairs = [(sentences]i], sentences[i+1]) fori in range(len(sentences)-1)]

scores =[]

for pair in pairs:
input_ids = tokenizer.encode(pair[0], pair[1], add_special_tokens=True)
with torch.no_grad():

logits = model(torch.tensor(input_ids).unsqueeze(O)).logits
scores.append(logits[0][0].item())

top_indices = sorted(range(len(scores)), key=lambda i: scoresi], reverse=True)[:num_summary_sentences]

# Extract the sentences from the top-scoring pairs for the summary
summary = [sentences[i] for i in top

Figure 6.1 Bert summarization



The code tohenizes sentences, forms pairs (o input, and calculate
woring sentences are then seleete

S SCores using [35 141
Summary,

[ hie g
d for the

6.2 Pegasus for Abstractive Sumnmrinninu

from transformers import chasusTokenizer. PegasusFo:Condi;ionalgenermion
# Load Pegasus model and tokenizer
model_name = "googlelpegnsus—large"
model = chnsusForCondilionnl(}eneration.from_pretrained(model_name)
tokenizer = PegasusTokenizer.from _pretrained(model_name)
# Load and preprocess the text
with open("text.txt", "' as file:

text = file.read()

inputs = tokenizer(text, rctum_tensors=-"pt“. max_leﬁgth=1024, truncation=True)
# Generate summaries

summary_jids = model.gencmte(inputs["input_jds“], max_length=150, min_length=40, length_pemain=—q_
num_beams=4, carly_stopping='l‘n|e) ! .

summary = tokcnizcr.decodc(summary_ids[b], s]cip_special_tokens=True)'

# Print or save the sumimary
print(summary)

Figure 6.2 Pegasus summarization

Pegasus, a pre-trained transformer model, is cmployed for abstractive summ
summarization using P

cgasus is not provided, but the install

arization. The code for
ation command is includad:

6.3 Gensim for Extractive Summarization

Gensim, a library for topic modeling and document similavity analysis

summarization, The code snippet is as follows:

s atilized (i S\tractine

import nltk

nllk.downloud("punkl") ft Download the NLTK data resonree

from sumy.parsers.plaintext Import PlaintextParser

from sumy.nlp.tokenizers import ‘Tokenlzer

from sumy.s:ummurlzcrs.lcx_rnnk Import LexRankSummaorizer
input file = “output.ixt" # Re

lnce with the netial path to your input st e




with openginpul e, *e™) as el
pue_text = flerend()

num_sentences = 3 # Number ol sepy

encens In he summary

f Create o parsery Wokenlze the text, ang Beherate the sununary
puarser = l‘ln||\l\'\ll‘n|'!ul‘.l\'um_uu*lng(ll\pul_luxl. '1‘ulmnlzm-("cngllsh“))
summaorlzer = LexRankBummarlzeiy

stmmary = h\lu\nu\l‘lwr(mu*sev.uueunmm. NuUm_sentences)

# et or save (he sunimay to o e
output_file = “summary.ix"
with openfoutput_fle, "W") a8 floy
for sentence In summaryt
flleawvrlte(sti(sentence) - "'y

print("Summary saved to", eutput_flo)

Flpure 6.3 Gensim summarization

Clensin's | exRankSunmimnelzer

s emiployed 1o gene
tankingy,

rate extractive summaries b

ased on sentence

Oud <5 model for Summnrization

15, 00 'Text<1'o-"T'ext Transter 'Transformer, is o compact language model introduced by OpenAl. 1t

where both input und output are treated as text strings. offering a

Y .
versatile and unificd framework for various natural language processing tasks. T-5 has demonstrated

summarization,
showeasing ity efficocy us o fexible and efficient language model in

cploys ntext-to-fext approach,

tobust performuance  across  tasks  like translation, and question-answering,

acompact architecture. .

from transtormers Iimport 'I'5Tokenlzer, ‘T'8ForCondlitlonalGeneration

'

! Load 'I'S model and tokenlzer
model_name = "(S-gmall"

model = T'51’orConditlonalGeneration.from_pretralned(model _nnme)

tokenlzer = 'T'5'T'okenlzer.from_pretralned(model_name)

# Lond and preprocess the text
with open("text.axt", ") as fllo:
fext = {lle.rend




- ze w + te, =/ g i ”W'ﬁ‘
inputs tokenlz r.encode("summarize; X8, return_tensors=", ,mﬁ%_ﬂs’»ﬂﬂ# ")2’4; (Ll ” ’ )
]

## Generate summ arics

summary_Ids = model.generate(inputs, max_length=150, min_length=40, Sengts_psnily=2.8), sup_beans=d
carly_stopping=Truc)
summary = tokenizer.decode(summary_ds[0), skip_special_tokens=Trus)

# Print or save the summary
print(summary)

Figure 6.1 1-5 maodel for SUInAY 40

6.5 BARD

BARD, or the Bio-Acoustic Rescarch Database, js a comprehensive n,:pos.i!.')ry dedicatd 1 aus
collection and analysis of animal sounds, particularly in the context of bivacoustics rescarch, It sarye=
as a valuable resource for scientists studying wildlife communication and behavior, oflering 2 diverss
array of annotated audio recordings. Rescarchers can access BARD 1o explore the rich aumssic
biodiversity across various species, contributing to a deeper understanding of coloygical dynzenice

and conservation efforts. The database facilitates advancements in the ficld of bioacoustios &,

-

providing a centralized platform for sharing, studying, and preserving animal vocalizztions,

from transformers import BartTokenizer, BarntForConditionalGeneration
# Load BART model and tokenizer
model_name = "facebook/bart-large-cnn”
model = BartForConditionalGeneration.from _pretrained(model_name)
tokenizer = BartTokenizer.from _pretrained(model_name)
# Load and preprocess the text
with open(“text.txt”, “r") as file:

text = file.read()

> -

inputs = token izer.encode(text, return_tensors="pt*, max_length=1024, truncation=Truc)
# Generate summaries

Ssummary_ids = model.generate(inputs, max_length=150, min_length=40, length peoalty=2 0. mum breams=2

early_stopping=True) - ]
summary = tokenizer.decode(summary_ids[0]. skip_special_tokens=Tsuc)

# Print or save the sumimary
print(summary)

Figure 6.1 BARD summarizztion



Chapter 7: Evaluation Meyjeq ROUGE Scores

7. Introduction to ROUG Scorey

ROUGE (Recall-Oriene Undcrhludy for Giisting,

commonly used in naturg| | ¢ Processing
>

livulualion) is

anguag, and summ

a set of evaluation metrics

arization tasks. It me
summaries by CoOmparing,

them 1o reference SUmmarics,
and Fl-score of the ge

providing insights into the precision. recall,
nerated content,

7.2 Implementation with NLTK

The project leverages the NLTK library 1o caley

late ROUGE
aluation,

-N (unigram) and ROUGE-L scores for
Ppet below demonstrates the calculation using €xample
maries:

summarization ey The code sni

reference and generated sum

from nltk.trnnslate.rouge_score

import rouge n, rouge |

reference_summary ="The rapidly evolving field of artificial intelligence has witnessed remariohi-

particularly in the domain of hatural language Procéssing (NLP). State-of-the-art models = Opemars GPE-=
showcase unprecedented Ianguagp understanding and generation capabilities, These advancermeres omrrene
signiﬁcanll'y to applications such as machine translation, summarization, and question-answerine SyShme

ligence, substantia] =

generated_summary ="In
notably in natural langua ke GPT-3 by Opena
proficiency in comprehe

uman-like language. These breakthroushs bola e pensring
for enhancing machine translation, text summarization, and the development of sophisticated S em e
frameworks."

the dynamic landscape‘of artificial intel
8¢ processing (NLP). Leading models 1j
nding and generating h

# Tokenize the summaries into words

reference_tokens = reference_summary.splitQ

generated_tokens = generated_summary.splitQ

# Calculate ROUGE-N scores for unigrams (ROUGE-1) P,
rouge 1_scores = rouge n([generated_tokens], [reference to !

# Calculate ROUGE-L scores i
rouge | scores = rouge_l([generated_tokens], [reference_tokens])

# Print the results <[0
Print("ROUGE-1 Precision:", rouge 1 score

asures the quality of



E score calculation

This code snIppS provides 2 pracsea i ~
[hiscoCe snipp<Sip © Y IUSS 2 praciical example of ? - 7 g

] j Pieothow ROUGE scores can be calculated for a specific
generated summary in comparison to a reference Summary.,

73 Visualization of ROUGE Scores

PeTiomance of vasious simmrmaso o s i i
p e of verg —imanzaten models. 2 bar chant is generated using

=s the construction of the tar chan with model names on

.
= ek

To viswzlly compars ths

=

matplotlib. The follows

the x-axis and correspondi

import matplotlib_pyplot as pht

quels =[BERT, ‘Gensim”, TS, "BART., Pegasus]
rouge scores = [0.63, 0.62, 0.46.0.49,0.72)
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