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ABSTRACT 

The prediction of real estate house prices stands as a critical facet in the realm of property valuation 

and investment. This project aims to employ Linear Regression, coupled with meticulous data 

cleaning and handling of missing values, to develop a robust model for predicting house prices. The 

dataset, sourced from diverse real estate listings, undergoes a rigorous cleaning process to address 

inconsistencies, outliers, and missing values. Imputation techniques are applied to effectively handle 

missing data, ensuring the integrity and reliability of the dataset. Feature engineering is conducted to 

extract meaningful insights from the available data, enhancing the predictive capability of the model. 

Leveraging the principles of Linear Regression, the model is trained, validated, and fine-tuned to 

accurately predict house prices based on pertinent features such as location, square footage, number 

ofbedrooms, and other relevant factors. The performance of the model is evaluated using appropriate 

metrics to gauge its accuracy, robustness, and generalization capabilities. Through this project, the 

aim is to create a dependable predictive model that aids stakeholders in making informed decisions 

in the dynamic real estate market. 
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Chapter l: 
1.1 INTRODUCTION 

In the dynamic landscape of real estatc, accurate prediction of house prices holds paramount importance for both buyers and sellers, investors, and Istakeholders. The quest for a reliable predictive model that can effectively estimate house prices based on key attributes has led to the implementation of machine learning techniques, particularly Lincar Regression, coupled with meticulous dad preproccssing methodologies. 
This project centers around the development and implementation of a predictive model which will predict house prices in different locations of Banglore based on several metrics such as bhk, Total arca of house etc. using Linear Regression. fortified by comprehensive data cleaning and handiing or missing values. 

The dataset utilized in this endeavour comprises a myriad of real estate listings, each brimming with diverse attributes that influence property valuations. However, this data is often marred by inconsistencies, missing values, and outliers, necessitating a rigorous cleaning process to ensure its reliability and integrity. Through meticulous data cleaning techniques and thoughtful handling of missing values, the dataset is refined to form a solid foundation for predictive modelling. 
Furthermore, this project delves into feature engineering, extracting meaningful insights from the available data to enrich the predictive capabilities of the model. 

1.2 OBJECTIVE 

The primary goal is to create a robust framework that can forecast house prices with a 
high degree of accuracy, empowering stakeho lders to make informed decisions in the 
intricate real estate market. 

1.3 PR0JECT FEATURES 

Linear Regression Model: Utilizing a tundamnental yet powerful machine learming 
technique to predict house prices based on available attributes 

Data Cleaning and Preprocessing: A meuculous proCess to address inconsistenciee 

outliers, and missing values within the �ataset to ensure data inte ority 

Handing Missing Values: Implementation ot enective imputation techniques to handle missing data points in the dataset, ensuring completeness and accuracy. 



Feature Engineering: Extracting meaningful insights from the dataset to enhance the 

predictive capabilities of the model by identifying and ihcorporating relevant features. 

Key Predictive Attributes: Leveraging crucial factors like location, square footage, 

umber of bedrooms, and other pertinent features that significantly influence proP 
valuations. 

Model Training and Validation: The model is trained on the cleaned dataset and 

validated to ensure its accuracy, optimizing it for better performance 
house prices. 

14 SYSTEM REQUIREMENTS 

in 

Evaluation Metrics: Utilizing appropriate evaluation metrics to assess the model's 

accuracy, robustness, and generalization capabilities. 

predicting 

The system requirements for this model to be constructed and implemented are: 

1. Operating System: Windows 10 or later, macOS 10.12 or later, or a recent Linux 

distribution (Ubuntu 18.04 or later). 
2. Processor: Multi-core processor (Intel Core i5 or equivalent) for faster data 

processing and model training. 

4. Software: 

3. Memory (RAM): At least 8GB RAM is recommended for handling the dataset and 

running machine learning algorithms efficiently. 

Python (version 3.6 or later) with libraries such as NumnPy, Pandas, Scikit 

learn for data manipulation and machine learning tasks. 

Jupyter Notebook or an Integrated Development Environment (IDE) hke 

PyCharm, VSCode, or Spyder for coding and model development. 
Libraries for data visualization (Matplotlib, Seaborn) might be needed for 

exploratory data analysis. 



CHAPTER 2: 
LITERATURE REVIEW 

Alnaydin (2016) outlines linear regression as a widely-used and interpretable algorithm forreal o 
valuation, emphasizing its applicability in modeling relationships between housing attributes a 
prices. 1his sentiment s echoed by Zhang et al. (2018), who highlight the importance of feature 
selection and engineering in improving the accuracy of linear regression models for house price 
prediction. 

Regarding data preprocessing, the work of Hasan et al. (2019) emphasizes the criticality of cleaning 
and handling missing values in real estate datasets. They suggest that rigorous data cleaning enhanees 
the robustness of predictive models. Additionally, Choudhury and Sen (2020) stress the significance 
of outlier detection and removal in ensuring the reliability of house price prediction models. 

Feature cngineering has also been extensively explored. Liu et al. (2017) emphasize the importance 
of incorporating location-based features, citing their strong influence on housing prices. Furthermore, 
the study by Smith and Brown (2021) underscores the relevance of square footage, number of 
bedrooms, and other attributes as significant predictors in real estate pricing models. 



CHAPTER 3 
PRELIMINARY DESIGN 

Data Collection and Exploration: 

Data Sources: Gather real estate datasets from Kaggle. Exploratory Data Analysis, (EDA): Analyze data to understand its structure, distributions, and 
relationships between features. Identify outliers, missing values, and potential correlations. 

2. Data Preprocessing: 

Cleaning: Address 1nconsistencies, remove duplicates, and handle missing values using appropriate 
imputation techniques. 
Feature Engineering: Extract relevant features such as location atributes, square footage, number of 
bedrooms, and other factors that influence house prices. 
Outlier Handling: Detect and handle outliers that might affect the model's performance. 

3. Data Splitting: 

Train-Validation-Test Split: Divide the dataset into training, validation, and test sets. Typically, use 

70-80% for training, 10-15% for validation, and the rest for testing. 

4, Model Development: 

Linear Regression Model: Implement and train a linear regression model using the training dataset. 

S. Model Evaluation: 

Cross-validation: Employ k-fold cross-validation to validate model robustness and generalizability. 

D Model Testing and Refinement: 

Test Set Evaluation: valuate the final model on the test set to assess its real-world performance. 

Model Refinement: Fine-tune the model based on insights gained from evaluation results, potentially 

adjusting features or retraining with a subset of features. 

Documentation and Reporting: 

Project Keport: Compile a detailed report documenting the entire process, inchuding data 

preprocessing Steps, model development, evaluation results, and any challenges faced. 

Visualizations: Create visual representations (e.g., graphs, charts) to illustrate key findings and model 

performance. 



Find best model using GridSearchCV 

from sklearn.model selection import GridSearchCV 
from skleam.linear modeB import Lasso 
from sklearn.tree împort DecisionTreeRegressor 
def find _best model using gridsearchev(X,y. 

algos = 
'hnear regression' : 

mode>: LinearRegression). 
params 
hormmalze[True. False) 

'lasso' 
model' Lasso). 
params 
alpha: [121 
'selection[random, cyclic] 

decision tree{ 
model: DecisionTreeRegressor(), 

params' 
'eriterion': [mse, friedman mse]. 
'splitter': [best, random'] 

scoreS = 
cv= ShuftleSplitén sphits=S, test_size-0.2, random_state-0) 
for aigo name. config in algos.items): 

g= GridSearchCV(config['model]. configl'params], cvecv, returm_ train_ score-False) 

Qutput: 

gsfit(X.y) 
scoreS.append({ 

model': algo name, 
'best score': gs.best score_ 
best params' gsbest params 

return pd.DataFrame(scores,columns={model,"best score',best params'|) 

End best model using gridsearchev(X,y) 

0 inear regressiOA 

1 

model best score 

2 

lasso 

decisicn tree 

0.847796 

0.726738 

best params 

fnoemalize false} 

falpha 2, 'selection 'yelic 

Q.71606 feriterion: 'friedman_ mse', splitter "best? 

Based on above resuits we can say that LinearRegression gives the best score. Hence we will . 



CHAPTER 4 

FINAL 
ANALYSIS AND DESIGN 

4.1 Result 

In (52]: 
predict_price(" "1st phase JP Nagar',1000, 2, 2) 

C:\Users \arinr\anaconda3\lib\sites 

ression was fitted with feature nam 

warnings.warn 

Out[52]: 83.86570258324036 

In f53]:predict_price("'1st Phase JP Nagar,1000,3, 3) 

out[53]: 86.08062284998763 

:\Userslarinr\anaconda3\lib\site-packages\sklearn \base.py :420: Userwarning: x does not have valid feature names, but LinearReg 

ression was fitted with feature names 
warnings, warn( 

In [54]:predict_ price(' Indira Nagar,1900, 3 3) 

packages\sklearn\base.py:420: UserWarning: X does not have valid feature names, but 

Out[54]: 195.52689759854277 

WserS\arinr\anaconda311ib\site-packages\sklearn\base. py:420: Userwarning: X does not have valid feature nanes, but LinearReg 

ression was fitted with feature names 
warnings.warn( 

1n (55): predict price('whitefield',1500,3, ) 

ression was fitted 
Marnings.warn 

rescsarinr \anacondaaiiblsitespackages \sklearn\base.py :420: UserWarning: X does not have valid feature names,, but Linearkeg 

with feature 

Out(55]: 96.00024394075777 

In (56]: predict price(' 2nd stage Nagarbhavi',2e00,4, 4) 

LinearReg 

ames 

eSsion was fitted with feature nanes warnings.warn( Out| S6]: 268.75145238862194 

42 Result tAnalysis 

nr\anacondaz)iheitenackages\sklearn\base pyi420: USerarnE0 v vad feature namshtinscg 



The model is able to predict house prices using linear regression. We have tested the accuracy of the 
nodel and it is above 80% in almost all cases. The 'predict price' function takes location, total square 
feet area, bhk and number of bathrooms as input and gives the price of house in lakh rupees as ouput. 

We have also removed ouliers for price and bhk columns. The scatter plot for two loactions named 
Rajaji Nagar' and 'Hebbal' for 2bhk and 3 bhk property prices before removing outliers are 
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he target Variable. This might not capture complex nonlinear relationships present in real estate data, 
Limited Model Complexity: Linear Regression assumes a linear relationship between predictors and 

potentially limiting the model's accuracy. 

Data Quality lssues: Despite meticulous 
preprocessing, real-world data can have inherent limitations 

such as incomplete or biased information, which can impact the model's predictions. 



aITe 
Selcction: The project mipht rely on a limited set of features, potentially overlooking 

ioal intluential factors impacting house prices, thereby limiting the model's predictive power. 
cONCLUSION 

p the pursuit of 'accurately predicting real estate house prices, this project has leveraged the power ( Linear Regression in tandem with meticulous data preprocessing techniques, Through the ulgamation of data cleaning, feature engiieering, and model development, several insights and Mtcomes have been achievcd. 

w nrocess Of data preproccssing proved instrumental in enhancing the reliability of the predictíve el, Addressing missing values, handling outliers, and engineering meaningful features laid the Oundwork for a robust predictive framework. However, it's crucial to acknowledge the inherent iliations within the dataset and the assumptions made during the modeling process. 
Thie implementation ofLincar Regression, a versatile and interpretable algorithm, provided valuabie 
sghts into the relationships between housing attributes and prices. While this approach facilitated 
ilerpretability, it might have overlooked complex nonlinear relationships that exist within the real 
Blate market. As such, further exploration into more sophisticated models capable of capturing 
nlinearities could be a direction for future research. 



RENCES 

Wkaggle.com: for dataset csv file 
WJavatpOint.com: for understanding basic concepts of lincar regression wischools,com for understanding python libraries 



{ "type": "Document", "isBackSide": false }


{ "type": "Form", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Form", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Form", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }

