
 

 MADHAV INSTITUTE OF TECHNOLOGY & SCIENCE, GWALIOR 
(A Govt. Aided UGC Autonomous & NAAC Accredited Institute Affiliated to RGPV, Bhopal) 

 

 
 

Final Year Internship Report 
on 

Machine Learning intern at Praedico Global Research Pvt.Ltd. 
 
 

Submitted By: 
Mohit Kaushik 

0901CS181061 
 

Faculty Mentor: 
Dr. R.K. Gupta 

Professor, Dept. Of CSE 
Internship Faculty Mentor: 

Priyank Gupta, CTO 
 
 

 

 

 

DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING 
MADHAV INSTITUTE OF TECHNOLOGY & SCIENCE 

GWALIOR - 474005 (MP) est. 1957 
 

  
MAY-JUNE 2022  



2 | Page 
 

MADHAV INSTITUTE OF TECHNOLOGY & SCIENCE, GWALIOR 
(A Govt. Aided UGC Autonomous & NAAC Accredited Institute Affiliated to RGPV, Bhopal) 

 

 
 
 

Machine Learning intern at Praedico Global Research Pvt.Ltd. 
 

A final year internship report submitted in partial fulfilment of the requirement for the degree of  

BACHELOR OF TECHNOLOGY 

 in 

 COMPUTER SCIENCE AND ENGINEERING 

 
Submitted by: 

Mohit Kaushik 
0901CS181061 

Faculty Mentor: 
Dr. R.K. Gupta 

Professor, Dept. Of CSE 
 
 

Internship Faculty Mentor: 
Priyank Gupta, CTO 

 

 

Submitted to: 

DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING 
MADHAV INSTITUTE OF TECHNOLOGY & SCIENCE 

GWALIOR - 474005 (MP) est. 1957 
 

  
MAY-JUNE 2022  



3 | Page 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
  



' 

MAD HA V INSTITUTE OF TECHNOLOGY & SCIENCE, GWALIOR 

(A Govt. Aided UGC Autonomous & NAAC Accredited Institute Affiliated to RGPV, Bhopal) 

CERTIFICATE 

This is certified that Mo hit Kaushik (090 I CS I 81061) has submitted the Internship report titled 

Machine Learning Intern at Praedico Global Research Pvt. Ltd of the work he has done under 

the mentorship of Dr.R.K.Gupta , in partial fulfilment of the requirement for the award of degree 

of Bachelor of Technology in Computer Science and Engineering from Madhav Institute of 

Technology and Science, Gwalior. 

Dr.R.K. Gupta 
Faculty Mentor 

Professor 

Computer Science and Engineering 

4 I I 

Dr. Manish Dixit 



:'\1ADH.\\. ''STlll Tf' Of Tf f"fl"iOI OG\ ,~ ~( ' frN(' f' . GW \I .FOR 
( /\ (.,( i, -, ,\Jd.~ I ( ,r \ lf' ••·~· · · · , ·11, .t '> \ H \ ~' \'.1'1.'\1\1\: \1 u , ~11 1\lll.' \ IH1i11l l.'tl tu lh ,I' \ llh11p11l l 

DE.CL\R \ TIO~ 

J ht'.rt'1') Ot'd11rc lhi,1 lit.! 1- rc.']1 '>.:: - :._ . .. ~,t•· £1..-1o! I ~ I v -: [t•(1m 1 ... h1r "'I'()\ ! , l~•r the r u11111I l1. il ti l111 e111 111' 
requ 1r~rn('n l f.,, •k ~ .... ~,d 'f !'re ~- :- !~". n 1..: · ,th•r- ,,{ fl!..:h rwl1>~\' II\ t ' 's l ut i\ l.idh11 v 111 ... lil ll h.• l ,I 

T l'c htm lr,£.", b.. ~ L i t ..,\.{. (,--..., .. : - r .t · ..: r ' tl.'.jl\."U J.11J 1>rt'.!llllll f'\:\:ll f'd ,,r t\ lV W\•r k ll ll (h:r 1111: 

m c-n1m1,h 1p r.f Or.RK. <, u-pl a Pr-.ft'"~ ~ r unr-~r,r ,, f C'- F 

I ded.a.re lhar J h:n, n r,t 1.uhrm11f'd L¾c m.r~ cm~,hd m tht'- repvrt tin · th-.: uwLutl 11 1' u11 y 1k•gr~•ll \ ,r' 

d•pl nm~ ;.myv. hcrc cl'£ 

SI 

t--'~'t . 
Mohll Ka11 11 hi k 
01JO I CS I k I (J6 I 

IV Year, 
C'omput~r Sc ience 1111d Ln):! 1nccn ng 

7 



MAD HA V INSTITUTE OF TECHNOLOGY & SCIENCE, GWALIOR 

(A Govt. Aided UGC Autonomous & NAAC Accredited Institute Affiliated to RGPV, Bhopal) 

ACKNOWLEDGEMENT 

The full semester internship has proved to be pivotal to my career. I am thankful to my institute, Madhav 

Institute of Technology and Science to allow me to continue my disciplinary/interdisciplinary internship as 

a curriculum requirement, w1der the provisions of the Flexible Curriculum Scheme (based on the AICTE 

Model Curriculum 20 I 8), approved by the Academic Council of the institute. I extend my gratitude to the 

Director of the institute, Dr. R. K. Pandit and Dean Academics, Dr. Manjarcc Pandit for this. 

I would sincerely like to thank my department, Department of Computer Science and Engineering, for 

allowing me to explore this internship. I humbly thank Dr. Manish Dixit, Professor and Head, Department 

of Computer Science and Engineering, for his continued support during the course of this engagement, which 

eased the process and formalities involved. 

I am sincerely thankful to my faculty mentors. I am grateful to the guidance of Dr.R.K.Gupta Professor, 

Department of Computer Science and Engineering, for his continued support and close mentoring throughout 

the internship. I am also very thankful to the faculty and staff of the department. 

6 I 1 

Mohit Kaushik 
090 I CS 181061 

IV Year, 

Computer Science and-Engineering 



7 | Page 
 

ABSTRACT 

  I carried out my internship at Praedico Global Research Pvt Ltd. It offers internship opportunities 

to the students in need of education about software technology. The purpose of the program is to 

fulfil the core equipment for the award of a Bachelor Degree in Technology to get a practical aspect 

of the of the theoretical work studied at the university and to understand the operations in the IT 

sector and to enable students gain experience in different tasks. In this Internship, we learn various 

aspects of Machine Learning and we attempt to implement a machine learning approach to predict 

cryptocurrency prices. Machine learning is effectively implemented in forecasting cryptocurrency 

prices. The objective is to predict cryptocurrency prices in order to make more informed and accurate 

investment decisions. We propose a cryptocurrency price prediction system that integrates 

mathematical functions, machine learning, and other external factors for the purpose of achieving 

better cryptocurrency prediction accuracy and issuing profitable trades. 

. 
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सार: 

 

मœने Ůेिडको Ƹोबल įरसचŊ Ůाइवेट िलिमटेड मŐ अपनी इंटनŊिशप पूरी की। यह सॉɝवेयर ŮौȨोिगकी के बारे मŐ 
िशƗा  
 
की आवʴकता वाले छाũो ंको इंटनŊिशप के अवसर Ůदान करता है। कायŊŢम का उȞेʴ िवʷिवȨालय मŐ 
अȯयन  
 
िकए गए सैȠांितक कायŊ के ʩावहाįरक पहलू को Ůाɑ करने और आईटी Ɨेũ मŐ संचालन को समझने और 
छाũो ं 
 
को अनुभव Ůाɑ करने मŐ सƗम बनाने के िलए ŮौȨोिगकी मŐ ˘ातक िडŤी के पुरˋार के िलए मुƥ उपकरण 
को  
 
पूरा करना है। िविभɄ कायŘ मŐ। इस इंटनŊिशप मŐ, हम मशीन लिनōग के िविभɄ पहलुओ ंको सीखते हœ और हम  
 
िŢɐोकुरŐसी कीमतो ंकी भिवˈवाणी करने के िलए मशीन लिनōग ̊िʼकोण को लागू करने का Ůयास करते हœ।  
 
िŢɐोƐूरŐसी कीमतो ंकी भिवˈवाणी मŐ मशीन लिनōग को Ůभावी ढंग से लागू िकया गया है। इसका उȞेʴ 
अिधक  
 
सूिचत और सटीक िनवेश िनणŊय लेने के िलए िŢɐोƐूरŐसी कीमतो ंकी भिवˈवाणी करना है। हम एक  
 
िŢɐोƐूरŐसी मूʞ भिवˈवाणी Ůणाली का Ůˑाव करते हœ जो बेहतर िŢɐोƐूरŐसी भिवˈवाणी सटीकता Ůाɑ  
 
करने और लाभदायक टŌ ेड जारी करने के उȞेʴ से गिणतीय कायŘ, मशीन सीखने और अɊ बाहरी कारको ं
को  
 
एकीकृत करती है। 
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CHAPTER 1: INTRODUCTION 

Digital money is referred to as "cryptocurrency" when it is utilised to make monetary transactions. 
It's encrypted to avoid forgery and double-spending. Traditional currencies, which are issued by 
central authorities or central banks, are distinguished by virtual money that may be traded via 
cryptographic techniques. Another aspect is that it is built on blockchain technology, which is 
incredibly complicated and aims to store data in such a way that it is difficult or impossible to 
modify, hack, or cheat the system. Bitcoin has begun to carve out a niche for itself, which might 
assist or hamper the wider acceptance of cryptocurrencies. Cryptocurrencies are still in their early 
stages, and it's hard to say whether or not they'll ever be widely accepted in global markets. Bitcoin, 
the most well-known cryptocurrency, was founded in 2009 and was the only Blockchain-based 
cryptocurrency for more than two years. However, the cryptocurrency market has over 5000 
currencies and 5.8 million active users. Bitcoin has lately received a lot of attention in the fields of 
economics, cryptography, and computer science due to its core nature of combining encryption 
technology with monetary units. 
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1.1 MOTIVATION FOR WORK 

 The emergence of cryptocurrencies as a new type of asset as a result of advances in financial 

technology has generated a significant study opportunity. Cryptocurrency is a decentralised digital 

currency that is secured by encryption. Price volatility and dynamism make cryptocurrency estimates 

tough. Today, there are hundreds of cryptocurrencies in use all over the world. Three different 

recurrent neural network (RNN) methods are presented in this study for forecasting the values of 

three main cryptocurrencies. Bitcoin (BTC), Litecoin (LTC), and Ethereum (ETH) are the three 

cryptocurrencies (ETH). Based on the mean absolute percentage error, the models offer good 

estimates (MAPE). The Light gradient boosting technique (LGBM) beat the long short-term memory 

(LSTM) and bidirectional LSTM (bi-LSTM) models in every area of bitcoin prediction, according 

to the data. As a consequence, it's the most appropriate algorithm for the task. These models are 

useful because they can help investors and traders spot bitcoin transactions and purchases that can 

have substantial economic consequences. Future study should look at other factors that may impact 

cryptocurrency market prices, such as social networks, twitter tweets, and market cap. Bitcoin has 

lately attracted a lot of attention in the domains of economics, cryptography, and computer science 

due to its essential essence, which is to integrate encryption technology with monetary units. Because 

Bitcoin was the first cryptocurrency to do so, this is the case. 

1.2 PROBLEM STATEMENT 

In data analysis, the forecasting and modelling of time series are essential components. In the fields 

of econometrics and operations research, one sort of statistics known as time series analysis is 

frequently applied. In analytics and data science, the usage of time series is quite prevalent. There 

are a variety of elements that influence the value of cryptographic currencies. Utilizing LSTM and 

LGBM to make price forecasts using cryptocurrency is the primary objective of this study. 
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CHAPTER 2: LITERATURE SURVEY 

2.1 INTRODUCTION  

The field of artificial intelligence known as machine learning (ML) makes predictions about the 
future by analysing data from the past. Research done in the past has demonstrated that ML-based 
models not only provide outcomes that are very identical to or precisely the same as the actual result, 
but also generate results that are more accurate than the actual result. Deep learning, also known as 
neural networks and support vector machines, is a subfield of machine learning. illustrates that 
include cryptocurrencies in a portfolio may increase efficiency in two different ways. [Shows] The 
first objective is to bring the standard deviation down, and the second is to expand the range of 
choices available to investors about allocation. It was proposed that the optimal cryptocurrency 
allocation should be somewhere between 5 percent and 20 percent based on the investor's risk 
tolerance. [Citizens of the United States] Random forests (RF) and stochastic gradient boosting 
machine (SGBM) are the two machine learning methods that are utilised by the authors in their 
work, which focuses on time series data forecasting (SGBM). The findings indicate that the ML 
ensemble method may be utilised to make accurate forecasts regarding Bitcoin prices. 

2.2 EARLIER METHODS OF FORCASTING  

 The process of making decisions needs to select the best possible course of action at the appropriate 
moment in order to reduce the risks that are involved with the process of making investments. A 
hybrid cryptocurrency prediction system based on LSTM and GRU was shown previously. 
Examples of Litecoin and Monero were provided as part of this demonstration. For the purpose of 
aggregating RV data, the data scientist utilised Bitcoin return samples taken every minute for a 
period of three hours. Comparisons were made between the heterogeneous auto-regressive realised 
volatility (HARRV) model with optimum lag parameters and a variety of machine learning 
algorithms for predicting future values based on previous samples. These machine learning 
algorithms included artificial neural networks (MLP, GRU, and LSTM), support vector machines 
(SVM), and ridge regression. According to the data, the approach that was provided is successful at 
making price predictions, which indicates that the method might be used to a range of other 
cryptocurrencies. When attempting to anticipate the value of Bitcoin, the authors rely on tried-and-
true methods such as support vector machines and linear regression. The purpose of this study is to 
investigate a daily data time series forecast. 
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CHAPTER 3: TECHNOLOGIES USED IN THIS PROJECT 

Data analytics has grown into a massive field with a wide range of technological ramifications. 
However, we will limit ourselves to technology utilised in the construction of our project. We would 
use Exploratory Data Analysis to analyse the dataset provided for crypto forecasting. (EDA) 

3.1 EXPLORATORY DATA ANALYSIS 

An exploratory analysis' principal goal is to investigate, as the name implies. The data's link to the 
elements that came before it is still uncertain. After the data have been analysed, exploratory analysis 
enables us to recognise connections, think of new hypotheses, and devise methods for resolving 
particular problems. As a result, it refers to the practise of conducting preliminary studies on data 
using summary statistics and graphical representations in order to find trends, detect anomalies, and 
test assumptions. In addition to this, we would utilise these many technological means to attain our 
goal. 

 3.2 DATA VISUALISATION 

It entails presenting data in a visual way to aid comprehension. It helps making difficult data 
assessment easy. Bar charts, histograms, graphs, and pie charts are examples. 

 3.3 DATA MINING 

Data mining is the process of breaking down large amounts of raw data into manageable and 
profitable bits of information. They also look for abnormalities in groups of data and examine the 
relationships between different data sets in order to find correlations. In many clinical trials, it is 
primarily utilised to identify behavioural patterns in patient data. 

3.4 MACHINE LEARNING 

ML, which is a subset of AI, is important in data analytics because it involves algorithms that can 
learn on their own. It allows programmes to take in data and analyse it in order to predict outcomes 
without the need for someone to expressly configure the system to do so. We can train a machine 
learning algorithm on a tiny sample of data, and the system will learn as additional data is collected, 
improving accuracy over time. 
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Chapter 4 :LSTM 

 4.1 DESCRIPTION 

LSTM model is used for sequential data. LSTM networks are an unusual type of RNNs that can 

learn the long term dependencies present in the data-set. RNNs also support data persistence 

because they have feedback NNs with internal memory. 

 

4.2 INTERNAL MEMORY SPACE OF RNN WHILE PROCESSING NEW 
DATA 

A crucial difference between RNNs and neural networks is that while taking a decision, RNNs 

considers output as well as the current input, which it has learned from the inputs obtained in 

earlier situations. 

 4.3  WHY LSTM? 

When traditional RNNs are used they often cause gradient vanishing problems. But LSTM lets 

us examine long sequences without worrying about such problems. LSTM has 3 gates for each 

time: Input gate, Output Gate, and forget gate. Forget gate attempts to clear the memory of its 

previous output. 

  

  

Figure 4.3.1: LSTM Diagram  
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ft = σ Wf · [ht−1, xt] + bf                            

Input Gate: This gate is responsible to decide what can be dismissed from the input to tweak 
the memory. 

it = σ (Wi · [ht−1, xt] + bi)                                        

Ct = tanh (WC · [ht−1, xt] + bC)                                   

Output Gate: This gate is responsible to decide the output that can be acquired by 

                                     ot = σ (Wo [ht−1, xt] + bo) 

                                      t = ot ∗ tanh (Ct) 

First, we translate the video clips into a sequence of data points. This data is then further passed 
via a fully connected layer. This layer has 1024 units and each one of these units uses a sigmoid 
activation function. Next in this sequence is an LSTM layer. This layer has 512 hidden units. 
Following these layers are three more fully connected layers until we get the output. 

 

 

Fig 4.3.2: LSTM workflow 
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Chapter 5 :BLOCKCHAIN  

5.1 INTRODUCTION  

A blockchain is a shared database that spans multiple computer network nodes. A blockchain, like 
a database, stores information in an electronic manner. It is common knowledge that blockchains 
serve an essential purpose in cryptocurrency systems like Bitcoin by maintaining a public ledger that 
is both safe and decentralised of all transactions. When it comes to data security and accuracy, 
blockchain technology is a game changer because it does not necessitate the presence of a trusted 
third party. 

A regular database and a blockchain have quite different ways of organising data. Data is stored in 
blocks on a blockchain, which are groupings of data. When the maximum storage capacity of a block 
is achieved, that block is then closed and connected to the block that came before it, creating a chain 
of data that is referred to as the blockchain. The additional information that follows that freshly 
added block is assembled into a new block, which is then added to the chain after it is completed. 

A database normally organises data into tables, whereas a blockchain, as the name implies, organises 
data into connected chunks (blocks). This data structure produces an irreversible data timeline 
whenever it is used in a decentralised implementation. As blocks are completed, they become part 
of the overall timeline. A time stamp is assigned to each block when it is added to the chain. 

The Bottom Line Blockchain was created to serve as the foundation for bitcoin. As it expands and 
evolves into other sectors of business, including as banking and supply chain management, it has 
become more open, decentralised, and secure. This technology can inspire creativity for new 
business models and may be especially valuable for firms that value openness and security. 

 Small firms, in particular, can benefit from blockchain-based solutions that expedite operations and 
payments. There are currently a few firms providing this sort of technology, so expect to see many 
more in the future. 

5.2 LAYERED ARCHITECTURE  

A Layer-1 network is a blockchain in the decentralised ecosystem, whereas a Layer-2 protocol is a 
third-party integration that may be used in combination with a Layer-1 blockchain. Layer-1 
blockchains include Bitcoin, Litecoin, and Ethereum. Layer-1 scaling solutions boost scalability by 
supplementing the blockchain protocol's foundation layer. A variety of approaches are now being 
developed – and used – to directly increase the scalability of blockchain networks. 

 This is how it works: Layer-1 solutions alter the protocol rules directly in order to boost transaction 
capacity and speed while supporting additional users and data. Layer-1 scaling options may include 
increasing the quantity of data in each block or speeding the pace at which blocks are validated in 
order to boost total network throughput. 
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5.3 PROOF OF WORK(POW) 

A "Proof of Work" is a piece of data that is difficult to develop (expensive, time-consuming), but it 
is easy for others to verify. PoW-based blockchains rely on specialised computers (referred to as 
miners) to perform accounting and security responsibilities for the network. Miners are rewarded for 
their efforts with newly produced coins. 

PoW aims to make it prohibitively expensive to attack the network. There is no way to "fake the 
labour," because changing the ledger requires the use of actual resources. From the standpoint of 
game theory, Bitcoin's implementation of PoW is a highly elegant balancing of incentives. Incentives 
motivate humans.Cynthia Dwork and Moni Naor first proposed the concept of PoW in a 1993 article 
titled "Pricing through Processing or Combating Junk Mail."However, the phrase "Proof of Work" 
did not become popular until 1999, when Markus Jakobsson and Ari Juels produced a text that 
formalised PoW: 

With Hashcash, Adam Back employed Pow as a technique to avoid email spam. Satoshi Nakamoto, 
the Bitcoin's pseudonymous developer, later updated and reused the general concept for the Bitcoin 
Network. 

5.4 PROOF OF STAKE(POS) 

 Sunny King and Scott Nada initially proposed PoS in 2012 as a solution to the problem of high 
energy costs associated with Bitcoin mining. The first blockchain to adopt PoS was PeerCoin, which 
was followed by Blackcoin and NXT. 

When learning about PoS, it's helpful to compare mining with staking. Instead of using the energy 
costs of computational effort to secure the network (mining), nodes in a PoS system give computing 
resources and "randomly" take turns validating transactions. This keeps the network safe while also 
reducing energy consumption (staking). 

 To prevent cheating, each node must stake some tokens, and if they cheat, their tokens will be 
forfeited. Often referred to as "slashing," it is a way to punish bad actors. These "miners/stakers" are 
given newly minted tokens as a reward for their contributions to the network, which they support. 

 Unlike PoW currencies, which can begin with zero coins, a PoS currency must begin with some or 
all tokens already in existence. This makes widespread distribution of PoS tokens difficult, resulting 
in wealth and power concentration (oligarchy). This argument of PoS has no bearing on Ethereum, 
which began as a PoW chain and is only now attempting to convert to PoS. ETH coins were widely 
distributed during the first 4+ years as a PoW chain. 
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CHAPTER 6 :MATERIALS AND METHODS 

 6.1 DATA DESCRIPTION 

This dataset includes historical trade data for many cryptoasset, including Bitcoin and Ethereum. 

 

 

  

  

Figure 6.1.1 :Train.csv 
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Figure 6.1.2 : Asset_details.csv 
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6.2 EXPLORATORY DATA ANALYSIS 

 Candlestick chart to show the price of bitcoin last 200 minutes : 

 

Fig-6.2.1 

Candlestick chart to show the price of ethereum last 200 minutes : 
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Fig 6.2.2 

Heatmap to show the co-relation between the prices of each cryptocurrencies: 

 

Fig 6.2.3 
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Heatmap to show the corelation of price of crypto currency to the parameters 

 

Fig 6.2.1 illustrates that BTC closing price has decreased and gradually increased in last 200 mins 

Fig 6.2.2 illustrates that ETH closing price has been through a sharp fall in last 200 minutes 

Fig 6.2.3 illustrates that the price of cryptocurrencies are heavily dependent on each other 

Fig 6.2.4 illustrates that the parameters selected for the crypto forecasting algorithm has huge affect 

on the closing prices of respective crypto currency. 

6.3 MEMORY OPTIMIZATION FUNCTION 

 The dataset is of 3.5 GB if we feed the given data into the neural network model then it will take a 

long time to train , so in order to avoid such problems I implemented a memory optimization function 

in order to reduce the overall size of the data and improve the overall execution time of the algorithm 

and its efficiency.  
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Fig 6.3.1 Code Snippet  mem_optimize 

 

Fig 6.3.2 Mem_optimize implementation 
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6.4 DERIVED FEATURES  

We derive more features from existing variables so that we can add more information than only 

using raw information from the given variables only. 

 

6.5 EVALUATION METRICS 

The evaluation metric is weighted correlation as opposed to a weighted mean of correlation. The 

metric is defined as follows, where 'a', 'b' and 'weights' are vectors of the same length. 'a' and 'b' are 

the expected and predicted targets, and ' weights' include the weight of each row, determined by its 

asset: 
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Fig 6.5.1 Evaluation Metric 
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CHAPTER 7: RESULTS 

Weighted correlation: The degree to which two values are related or associated is described by their 

correlation. Values having a strong positive or negative correlation will have a correlation near to 1 

or -1, whilst values with no association will have a correlation close to 0. 

 

Fig 7.1 Evaluation of full model 
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Fig 7.2 Evaluation for individual model 
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CHAPTER 8 :CONCLUSION 

I have learned a lot of things from this internship whether they are technical things or behavioural 

things which will greatly help me in my future endeavours and will contribute greatly to my success 

in the future. Deep learning algorithms such as RNN and LGBM can both be beneficial for predicting 

crypto currency prices, but the LGBM model is superior when it comes to identifying dependencies 

that span longer time horizons. However, converting this into spectacular validation findings is 

difficult with such a high variance challenge. As a result, it is still in existence. A difficult task It's 

not the same as overfitting a model and preventing it from learning. A useful feature for this is 

dropout. Regardless of the fact that Even using Bayesian optimization to help improve dropout 

selection, it was not possible to ensure good validation results. 
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