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ABSTRACT

This Data Science Internship at Tiger Analytics, aims at making the candidate job

ready by instilling all kinds of necessary skills required to become a successful data

analyst. Not just the training programs but a live project mentored by an established

personnel in this domain. Data Analytics deals with handling, cleaning, pre-

processing, interpreting, analysing, and making meaningful inferences out of the data.

This internship commenced on 24-Jan-2022 and is still ongoing. This will finish off

after results of 8th semester exams, thus converting my role of an intern into full time

Data Analyst at Tiger Analytics.
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Chapter 1: INTRODUCTION

1.1: About Company:

Tiger Analytics is pioneering the ability to do AI and analytics to solve some of the most difficult problems

facing companies around the world. We develop customized solutions that leverage data and technology for

several Fortune 500 companies. With offices in multiple cities in the United States, United Kingdom, India

and Singapore, we have a large number of remote employees around the world. Inc. from recognition as a

leader by Forrester Research. And has won multiple awards, including ranking to the fastest growing

technology companies by the Financial Times. We are regularly on the well-known list of "Best Analytics

Farms". If you're interested in exploring career opportunities at Tiger, we'll give you more details. Do the

best job in your business, learn and enjoy a structured approach to innovation.

1.2: About CEO:

Mahesh Kumar is the Founder and CEO of Tiger Analytics. He started Tiger Analytics with a desire to bring

his experience in management science to help organizations achieve superior performance through the

application of advanced analytics. Before founding Tiger Analytics, Mahesh was on the faculty of the Smith

School of Business and Rutgers Business School.

He has conducted research in the areas of data mining and statistical modeling and has successfully applied

his research to solve problems related to forecasting, pricing, promotions, and customer segmentation for a

wide range of businesses across various verticals. Mahesh holds a Ph.D. in Operations Research and

Marketing from MIT, and a B.Tech in Computer Science from IIT Bombay.

1.3: Methodology:

Most data science problems can be divided into three sequential phases – problem definition & data

discovery, model estimation & validation, insights & business application. We have broad frameworks to

systematically approach a wide variety of data science problems to ensure business value.
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1.4: Internship Objectives

 Internships are generally thought of to be reserved for the college students only, however a wide array

of people can be benefited from training.

 Internships focuses more on training and making a candidate job ready by giving him/her appropriate

training in field of specialization along with real time experience by working on business problems.

 Utilizing internships is a great way to build your resume and learn new skills which are gonna help you

in longer period of time making you ready for future endeavors of life, be it corporate job, freelance

opportunity or personal project.

 Internship in order to make candidate aware of real world problems and implementation of solutions

outside the textbook.

Currently, we’re seeing an IT boom globally, which means a lot of data is over flooding the systems. A lot of

this data is irrelevant and complete junk, yet a lot of data is important, carries some values and insights and

can be used to make good decisions. This data is needed to be worked upon to get better insights of reality.

Such is the base of businesses these days. They generate a lot of data but fail to comprehend and conclude

from it. This is one of the application of data science. Computing data and making valuable conclusions

from it to allow business to achieve greater heights. Albeit Data Science isn’t just restricted to business

problems, but in today’s commercial world, businesses need this support from Data Science to take the

world forward. So this Data Science internship is more specific to business side of the world rather than

other applications.

I’ve been interning at Tiger Analytics as Data Science intern for more than 4 months now. This internship

began on 24 Jan’ 22. This internship named as Springboard Training Program, where all interns all trained

with various modules and made to work on live business problems in order to impart real world knowledge.

Modules taught in this program are as follows:

1.5: Modules
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1.5.1: Python Programming
Python is one of the most popular programming languages with wide array of applications. One of them is

Data Science which makes python one of the baby steps to succeed in this domain. A complete course of

python was taught over Udemy in order to achieve fluency in python and familiarity with the application of

python in domain of Data Science. The topics taught were:

1: Basics of Python

2: Input/ Output

3: Data types

4: Conditional Statements

5: Loops

6: Basics of OOP

7: Numpy

8: Pandas:

9: Scikit Learn

10: Matplotlib

1.5.2: MS Excel
Importance of MS Excel is widely prevalent in the corporate space. So it does play it’s part in Data Science

too. MS Excel is used in Data Science for data storage purposes along with data handling and data

visualisation. Not that everybody is familiar with technical jargons, so MS Excel comes into play as it is easy

to learn and has wide acceptability and support. For someone having basic knowledge of MS Excel is

extremely important to survive in the corporate world, weather it be entry level job or GenMan role. The

topics taught were:

1: Applications of Office

2: Types of excel sheets

3: Different data types

4: Tables

5: Graphs

6: Data Cleaning

7: Data handling

8: Data Manipulation

9: Data Visualization

10: Formulae implementation

1.5.3: SQL
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SQL stands for Structured query Language. It is a relational database language that allows to extract data

from tables, a series of selection, sorting and computation criteria, or to update, add or delete new records. In

simple words, SQL language is used to do all kinds of data computation by writing queries. SQL plays its

role in jobs like data analyst, data engineer, database manager, etc and again, is a vital skill to possess to

succeed as a data analyst. Lessons taught were:

1: What is Database

2: Basics of DBMS

3: MySQL workbench

4: Database design

5: Normalization

6: SQL basic commands

7: SQL advanced commands

8: Functions

9: Merging operations

1.5.4: Statistical Concepts
Statistics is backbone of data science. As it is a common knowledge that data science deals with organisation,

manipulation, and making inferences out of data, the inferential statistics comes into play. Statistics here is

not the regular stats but computations of data using various testing methods, validations, amendments,

conclusions and a lot more. Topics taught were:

1: Intro to Statistics

2: Sample vs Population

3: Descriptive Statistics

4: Measures of central tendency

5: Distributions

6: Estimators vs Estimates

7: Confidence Intervals

8: Inferential Statistics

9: Hypothesis Testing

1.5.5: Regression Analysis
Regression is one of the pillars of data Science. Regression is used to Analyse, plan, plot and evaluate

various data points through various methods. Lessons taught were:

1: Introduction to Regression

2: Linear Regression

3: Multiple Linear Regression
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3: Decision Tree Regression

4: Random Forest Regression

5: Models

6: Evaluation of model performance

1.5.6: GIT and Github
Anyone working in IT sector is well aware of the role and importance of git in a developer’s life. Being a

necessity, it was taught along wit github, working on linux in order to get wider support at various levels of

work.
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Chapter 2 : Requirement Analysis

For a project to be successful, it is very important to analyze the project needs as they are collected and

throughout the life cycle of the project. Needs analysis helps keep needs in line with business needs. A good

needs analysis process will provide a software program that addresses the business objectives set.

Requirement Analysis is the process of defining what users expect from an application to be built or

modified. Needs analysis involves all activities that are performed to identify the needs of different

stakeholders. Needs analysis therefore means analyzing, writing, verifying and managing software or system

requirements. The requirements for high quality are documented, feasible, measurable, scalable, traceable,

helping to identify business opportunities, and are defined as simplifying system design. To understand, let’s

have a hypothetical case of classroom. N students having their marks across two subjects A and B.

2.1 Phase 1
Data Cleaning: The whole data has to go through cleaning process, that means removal of junk values,

frivolous entries and redundancies. N entries will be checked as per standards and all the issues will be

cleared off in order to proceed.

2.2 Phase 2
Data pre-processing: All of the data will be pre-processed in order to make it easy to compute, perform

operation upon and calculations. It’ll be gone through the standardization to get insights about modelling and

gain ideas about approach to solve the questions.

2.3 Phase 3
Data Modelling: Now various questions are dealt upon by formulationg models based on samples and rest

population data. These models are then used to get the desired results. Modelling requires implementation of

various regression algorithms.

2.4 Phase 4
Statistical Analysis: If statistical analysis is required, it is done in the end to mark finishing of the case.
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Chapter 3 : System Requirement Specifications

Following are the system requirements for a data analyst:

Hardware Specifications:

Fig 3.1

Software Requirements:

Fig 3.2
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Chapter 4 : Technologies used during internship

Data Science comprises of a multitude of technologies. It consists of various roles, which work at various

levels, incorporating various technologies, helping world manage their data in an effective and efficient way.

Following are the technologies used in Data Science.

Basics:

1: Python Programming

2: SQL

3: MS Excel

4: Git

5: JupyterLab

6: Google Colaboratory

Intermediate:

1: Regression Analysis

2: Statistical Analysis

3: AWS

4: MS Azure

5: Arduino

Advanced:

1: Hadoop

2: Tableau

3: PowerBi

4: Machine Learning

5: Artificial Intelligence

6: TensorFlow
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Chapter 5 : Project (Work done during internship)

The Project was a business case of a company which gave us various datasets in order to compute the data

and fulfill all the deliverables. Although the data can’t be shared due to non - disclosure agreement. Still a

brief summary of the work done is present in this file.

5.1 Data Processing
Data processing involves converting raw data into an understandable format. Improving data efficiency is an

important part of data mining. This method directly affects the results of the analysis algorithm.

Preprocessing data is typically done in six simple steps.

5.1.1: Gathering the data:
Data is raw information and represents observations of both human and machine worlds. Recording depends

entirely on the type of problem you want to solve. Each machine learning problem has its own approach.

5.1.2: Import the dataset & Libraries
The first step is usually to import the libraries needed for your program. A library is basically a collection of

modules that you can access and use. You can also use the "import" keyword to import the library into your

Python code.

5.1.3: Dealing with Missing Values
Sometimes some data is missing from the dataset. Once found, you can remove these rows or calculate the

mean, mode, or median of the features and replace them with the missing values. This is an approximation

that allows you to add variance to your dataset.

5.1.4: Divide the dataset into Dependent & Independent variable
After importing the dataset, the next step is to identify the independent variable (X) and the dependent

variable (Y).

5.1.5. Split the dataset into training and test set
Machine learning typically divides the data into training and test data and applies the model. Typically, you

split the dataset into 70:30 or 80:20 (depending on your requirements). This means that 70% of the data will

be used for training and 30% of the data will be used for testing. This task imports train_test_split from

scikit's model_selection library. Then, to create a training set and a test set, X_train (training some of the

features), X_test (testing some of the features), Y_train (some of the dependent variables associated with the

X train set). To train) to create four sets. Same index), Y_test (test part of the dependent variable associated

with the X test set, and therefore the same index). Assign a train_test_split that takes parameters — an array
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(X and Y), test_size (the ideal choice is to allocate 20% of the dataset to the test set, usually assigned as 0.2,

where 0.25 means 25 increase).

5.1.6: Feature Scaling
The final step in data preprocessing is to apply very important functional scaling. Feature scaling is a

technique for standardizing independent features that exist in data to a fixed range. Executed during data

preprocessing. Scaling Reasons: In most cases, datasets contain features that vary greatly in size, unit, and

range. However, this is a problem because most machine learning algorithms use the Euclidean distance

between two data points in their calculations.

5.2 Inferential Statistics
Inference statistics are a branch of statistics that make inferences about population data from sample data

using a variety of analytical tools. In addition to inference statistics, descriptive statistics form another

branch of statistics. Inference statistics help draw inferences about the population, and descriptive statistics

summarize the characteristics of the dataset.

There are two main types of hypothesis testing in inference statistics and regression analysis. The sample

selected in the inference statistics must be representative of the entire population. Inference statistics help

you better understand the population data by analyzing the samples taken from the population data. Use a

variety of analytical tests and tools to help you make generalizations about the population. Many sampling

techniques are used to select random samples that accurately represent the population. Some of the important

methods are simple random sampling, stratified sampling, cluster sampling, and systematic sampling

techniques. Inference statistics can be defined as areas of statistics that draw inferences about the population

by examining random samples using analytical tools. The purpose of inference statistics is to make

generalizations about the population. In inference statistics, statistics are population parameters, for example:

5.2.1: Hypothesis Testing
Hypothesis testing is a type of inference statistic used to test assumptions and derive inferences about the

population from the available sample data. This includes setting up null and alternative hypotheses and then

performing a statistical significance test. Conclusions are drawn based on test statistic values, critical values,

and confidence intervals. Hypothesis tests are on the left, right, and both sides. Below are some important

hypothesis tests used in inference statistics.

Z-test: The Z-test follows a normal distribution and applies to data with a sample size of 30 or larger. Used

to test if the sample mean and the population mean are equal if the population variance is known.

T-test: If the data follow Student's t-distribution and the sample size is less than 30, the t-test is used. Used to
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compare a sample to the population mean when the population variance is unknown.

F-test: The F-test is used to test if there is a difference between the variances of two samples or populations.

Confidence Intervals: Confidence intervals are useful for estimating population parameters. For example, a

95% confidence interval indicates that if you run the test 100 times on a new sample under the same

conditions, you can expect the estimate to be 95 times within the specified interval. Confidence intervals are

also useful in calculating critical values in hypothesis testing.

Apart from these tests, other tests used in inference statistics include the ANOVA test, Wilcoxon signed rank

test, Mann-Whitney U test, and Clascal Wallis H test.

Fig 5.1

5.2.2: Regression Analysis
Regression analysis is a statistical technique used to determine the structure of relationships between two

variables (simple linear regression) or three or more variables (multiple regression). According to the

Harvard Business School Business Analysis Online Course, Regression is used for two main purposes.

1. To investigate the size and structure of relationships between variables

2. To predict variables based on relationships with other variables
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Both of these insights can influence strategic business decisions. there is.

"Regression gives us insight into the structure of the relationship and how well the data fits into the

relationship," says Professor HBS, who teaches business analysis, one of three courses that teach

qualifications for preparation. Said Jan Hammond. CORe) Program. “We find that such insights are very

useful for analyzing past trends and making predictions.” One way to think of

regression is to use an independent variable on the x-axis and a dependent variable on the Y-axis. Is to create

a scatter plot of the data. shaft. Regression lines are the best lines for scatter plot data. The regression

equation plots the slope of the line and the relationship between the two variables, along with an estimate of

the error.

Physically creating this scatter plot can provide a natural starting point for analyzing relationships between

variables.

Types of Regression Analysis

There are two types of regression analysis: single variable linear regression and multiple regression.

Single variable linear regression is used to determine the relationship between two variables: the

independent and dependent. The equation for a single variable linear regression looks like this:

Fig 5.2

In the equation:

 ŷ is the expected value of Y (the dependent variable) for a given value of X (the independent

variable).

 x is the independent variable.
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 α is the Y-intercept, the point at which the regression line intersects with the vertical axis.

 β is the slope of the regression line, or the average change in the dependent variable as the

independent variable increases by one.

 ε is the error term, equal to Y – ŷ, or the difference between the actual value of the dependent

variable and its expected value.

Multiple regression, on the other hand, is used to determine the relationship between three or more

variables: the dependent variable and at least two independent variables. The multiple regression equation

looks complex but is similar to the single variable linear regression equation:

Fig 5.3

Each component of this equation is represented in the same way as the previous equation, with the subscript

k added. It represents the total number of independent variables that can be examined. For each independent

variable to include in the regression, multiply the slope of the regression line by the value of the independent

variable and add it to the rest of the equation.

How to perform regressions You can perform both single-variable linear regressions and multiple

regressions using various statistical programs such as

Microsoft Excel, SPSS, and STATA. If you are interested in hands-on practice with this skill, Business

Analytics can create scatter plots in Microsoft Excel to perform regressions, understand the output, and use it

for business intent. Teach learners how to drive decisions.

Confidence calculation and error description :

It is important to note. This regression analysis overview is introductory and does not cover confidence

levels, significance, variance, and error calculations. If you are working with a statistical program, these
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calculations may be provided or you may need to implement a function. When performing regression

analysis, these metrics are important for assessing how important and how important the results are.

5.3 Statistical Plots

Various statistical plots are used for data visualization. Some of graphs used are:

5.3.1 Bar Graph

Fig 5.4

5.3.2: Segmented Bar Graph

Fig 5.5

5.3.3. Box and Whiskers (Boxplots)
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Fig 5.6

5.3.4: Frequency Polygon

Fig 5.7

5.3.5. Histogram
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Fig 5.8

5.3.6: Pie Graphs

Fig 5.9

5.3.7. Scatter Graphs

Fig 5.10



| 17

Chapter 6 : Final Analysis and Results

6.1: Problems faced:
Though it was a smooth internship, there were few problems that I faced. Some of them are:

 I had 0 prior experience to work with git. So getting along with git was a bit of challenge.

 This is the first time I’ve worked for a corporate entity, so it took me little time to get going with the

processes.

 UBUNTU was completely alien to me so getting along with that was again a problem yet conquered

easily with time.

 Using the standard code templates of Tiger Analytics was a bit of hassle as it was based on Ubuntu, and

as I’ve mentioned already, Ubuntu did cause a little problem.

6.2: Limitations:
Though it was pretty independent and self dependent, there were a few limitations. Some of them are:

 We were confined to modules of data analytics only. No exposure to big data was given.

 Working on ubuntu caused some limitations, as it doesn’t get windows like universal support.

Conclusion
In the end, I can say I’ve gained a lot of knowledge regarding the domain of data analytics comprising of all

modules and I’m now ready to step in the shoes of full time Data Analyst at Tiger Analytics. Since it’s still

ongoing internship, I guess it’s too early to call a result but I am confident with my skills and grateful to

MITS and Tiger Analytics for this wonderful opportunity.
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