MADHAYV INSTITUTE OF TECHNOLOGY & SCIENCE, GWALIOR
(A Govt. Aided UGC Autonomous & NAAC Accredited Institute Affiliated to RGPV, Bhopal)

Project Report

on

Plant Pathology

Submitted by:
Shubham Kumar Vaish

0901CS191119

Shreya Dhanoliya
0901CS191117

Faculty Mentor:
Mahesh Parmar

Assistant Professor, MITS Gwalior

DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING

MADHAYV INSTITUTE OF TECHNOLOGY & SCIENCE
GWALIOR - 474005 (MP) est. 1957

MAY-JUNE 2022




MADHAV
. Aidcﬁi:l:?m OF TECHNOLOGY & SCIENCE, GWALIOR
utonomous & NAAC Accredited Institute Affiliated to RGPV, Bhopal)

Project Report

on
Plant Pathology

A project report submitted in partial fulfilment of the requirement for the degree of
BACHELOR OF TECHNOLOGY
in

COMPUTER SCIENCE AND ENGINEERING

Submitted by:

Shubham Kumar Vaish
0901CS191119
&
Shreya Dhanoliya
0901CS191117
Faculty Mentor:

Mahesh Parmar

Assistant Professor, MITS Gwalior

Submitted to:

DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING
MADHAV INSTITUTE OF TECHNOLOGY & SCIENCE
GWALIOR - 474005 (MP) est. 1957

MAY-JUNE 2022



MADHAYV INSTITUTE OF TECHNOLOGY & SCIENCE, GWALIOR
(A Govt. Aided UGC Autonomous & NAAC Accredited Institute Affiliated to RGPV, Bhopal)

CERTIFICATE

This is certified that Shreya Dhanoliya 0901CS191117 has submitted the project report titled Plant
Pathology under the mentorship of Assistant Professor Mahesh Parmar, in partial fulfilment of the
requirement for the award of degree of Bachelor of Technology in Computer Science and Engineering from

Madhav Institute of Technology and Science, Gwalior.

o A\NL \ v

Mr. Mahesh Parmar Dr. Manish Dixit

Assistant Professor Professor and Head,

Faculty Mentor Compyter Wﬁ@dmeﬁng

MITS Gwalior 2 r & HOD

Computer Science and Engineering Dep‘ 'd;m ent of CSE
M.LT.S. Gwalior




MADHAY INSTITUTE OF TECHNOLOGY & SCIENCE, GWALIOR
(A Govt. Aided UGC Autonomous & NAAC Accredited Institute Affiliated to RGPV, Bhopal)

CERTIFICATE

I

This is certified that Shubham Kumar Vaish 0901CS191119 has submitted the project report titled Plant
Pathology under the mentorship of Mahesh Parmar, Assistant Professor, MITS Gwalior Computer Science
and Engineering in partial fulfilment of the requirement for the award of degree of Bachelor of Technology in

Computer Science and Engineering from Madhav Institute of Technology and Science, Gwalior.

@4\%/(%/)/

Mr. Malfesh Parmar Dr. Manish Dixit
Assistant Professor Professor and Head
Faculty Mentor Computer S<:1ence and E
MITS Gwalior ﬂis
Computer Science and Engineering PrdESSO & *’nU
Department u\i'*-’S =
M 17 TS GWA! nor



i

MADHAYV INSTITUTE OF TECHNOLOGY & SCIENCE, GWALIOR
(A Govt. Aided UGC Autonomous & NAAC Accredited Institute Affiliated to RGPV, Bhopal)

DECLARATION -

We hereby declare that the work being presented in this project report, for the partial fulfilment of requirement
for the award of the degree of Bachelor of Technology in Computer Science and Engineering at Madhav
Institute of Technology & Science, Gwalior is an authenticated and original record of my work under the
mentorship of Mahesh Parmar, Assistant Professor, MITS Gwalior, Computer Science and Engineering.

We declare that we have not submitted the matter embodied in this report for the award of any degree or
diploma anywhere else.

Shubham Kumar Vaish

0901CS191119

III Year,
Computer Science and Engineering

Shreya Dhanoliya

0901CS191117

III Year,
Computer Science and Engineering



MADHAY INSTITUTE OF TECHNOLOGY & SCIENCE, GWALIOR
(A Govt. Aided UGC Autonomous & NAAC Accredited Institute Affiliated to RGPV, Bhopal)

ACKNOWLEDGEMENT

The full semester project has proved to be pivotal to my career. I am thankful to my institute, Madhav
Institute of Technology and Science to allow me to continue my disciplinary/interdisciplinary project as a
curriculum requirement, under the provisions of the Flexible Curriculum Scheme (based on the AICTE Model
Curriculum 2018), approved by the Academic Council of the institute. I extend my gratitude to the Director
of the institute, Dr. R. K. Pandit and Dean Academics, Dr. Manjaree Pandit for this.

I would sincerely like to thank my department, Department of Computer Science and Engineering, for
allowing me to explore this project. I humbly thank Dr. Manish Dixit, Professor and Head, Department of
Computer Science and Engineering, for his continued support during the course of this engagement, which
eased the process and formalities involved.

I am sincerely thankful to my faculty mentors. I am grateful to the guidance of Mahesh Parmar Assistant
Professor MITS Gwalior, Computer Science and Engineering, for his continued support and guidance
throughout the project. I am also very thankful to the faculty and staff of the department.

[oaLs
Tohoe
Shubham Kumar Vaish
0901CS191119

34 Year,
Computer Science and Engineering

Shr%:liya

0901CS191117

3rd Year,
Computer Science and Engineering



| ARSI RN

ABSTRACT

In a developing country like India agriculture plays a noteworthy role. Agricultural intewéintion in the
| %,elihood of rural India indulges by about 58%. Among the agricultural products, Apple is one of the most
used fruit. Thus, preventing significant loss in quantity and yield of Apple is majorly dependent on recognition
and classification of discases a Apple plant might possess. Latest and fostering technologies like Image
processing is used to rectify such issues using different types of techniques and algorithms. Initialiy, the leaves
'a Apple plant get affected, when plant develops a particular type of disease. In this project, four consecutive
stages are used to discover the type of disease. The four stages include pre-processing, leaf segmentation,
feature extraction and classification. To remove the noise, we are doing the pre-processing an_d to part the
affected or damages area of the leaf, image segmentation is used. The k-nearest neighbours (KNN) algorithm,
which is a guided, supervised and advance machine learning algorithm, is implemented to find solutions for

both the problems related to classification and regression. During the terminal stage, user is recommended

(2t

with the treatment. Mostly live plants are adversely affected by the diseases. This paper imparts representation

of leaf disease detection employing image processing that can identify drawbacks in apple plant.



AT N | L 1§
| R
{

RIS

e SR FaTaretier 3 & BT U Seerarita ayfirt e 31 wmfior e 8t areifae! 7 Hi gwaad
AT 58 TS €| BT ITEl A Yo eifires SuaT b T oI arel thedl 99 U 7 | 59 UBR, 9 B
A1 IR ST A e THUH &) e T T & S 3 0 3 il ot o SR affepor wR R
3l & | A UPR &) T 3R TeiiRaH P71 SUaNT e T8 He) 1 leh R o o gt HIRRHT
S T R SQTaT &7 aTelt T} BT SUENT R ST | Ry &, T B & U1 @ ufkgi guifad
2 & 9 0 T RS TR 3 St Riesfid wear 31 39 uRkdie # 7 & TSR ST ual I B
WWWWWWWW%WWME&W,WWHWWW
e TR | TR P G F 3 1Y 5 - SReRO h TR 9K el S T 2 e &
P FY 10, S RIYISH &1 SUanT fpar il 21 k-Fiedd Teidt (KNN) TliRe, St T
RERa, wiafaa R I TR T T 2, @) e iR TR @ G Gl weee &
wm@aﬁ%ﬁmm%mw%a&fww%aﬁmm%ma@nﬁﬁﬁm&mﬁ
S 21 SR Shifag 9 Steidl 3 uRiga F9 § guifad Ed el T8 TR B YEHROT Pl

ﬁﬁmamﬁﬂwmmﬁwﬁﬁwm%ﬁhmﬁﬁéaaﬁvﬁmwaﬁ%
mmmwah?aqﬁzawnmmmaﬁrﬁﬁasﬁﬁaﬁwmm%



ance






Chapter 1: INTRODUCTION

he production of fruits and crops across the globe is highly influenced by various diseases. A decrease in production
Jends to an economic degradation of the agricultural industry worldwide. Apple trees are cultivated worldwide, and
applc is one of lhc- most widely eaten fruits in the world. The world produéed an estimated 86 million tons of apples in
2018, and .prmluchun and cpnsu‘mption have increased ever since. However, the average national yield of apples is low
in comparison to the potenu?l yield of apples. The major factors for the low’production of apples are ecological factors,
poor post-harvest “CCh“O‘OB‘_CS, less thrust on basic research, inadequate supply of quality planting materials to farmers
and socio-cconomic constraints, ete. Despite their high consumption and medicinal benefits apple trees are prone to a
variety of dlSL‘.IlSCS causqd due to insects and micro-organisms such as bacteria. There are se*:feral diseases which attack
apple, the major one being anthracnose (Neofabraea spp.) cedar apple rust (Gymnosporangium juniperivirginianae),

fireblight (Erwinia amylovora), scab (Venturia inaequalis) and powdery mildew (Podosphaera leucotricha). The proper
care of trees using fertilizers is thus an important step.

A timely determination of such conditions in the leaves can help the farmers and prevent further losses by taking proper

actions. Using just the traditional approaches for diagnosing the plant’s disease, farmers often miss the ideal time for
preventing such diseases, since the use of these conventional diagnostic approaches takes a lot of time. Currently, there
are no automated procedures for such timely detection, and expert supervision is required frequently.

A lack of automation leads to a waste of time and money, which deteriorates the quality of fruits and crops. Advancement
in technology has directed machine learning and additional soft computing methods in this domain, which are very
useful in the automatic detection and classification of diseases in various plants. Anuradha Badage proposed a system
that can periodically inform the farmers in advance about the crop diseases and help them to take the required actions.
The system used Canny Edge Detection, which captures the deformities in the leaves and color changes in the leaves to
identify the diseases accurately. In another research, Korkut, Umut Baris et al. collected images of leaves of different
plant species and extracted their features via transfer learning. After that, various machine leamning methods were
employed on the extracted features, and the final model was achieved with an accuracy of 92.76%.

Despite the advent of different machine learning approaches to enhance the overall efficiency of disease analysis in
plants/crops, multiple factors such as light conditions of crop images and disease variations affect the detection accuracy.
An evident advantage of deep learning over machine learning is that deep learning techniques can be applied directly to
raw data in various formats such as .csv, .jpg, etc. Machine learning, on the other hand, requires an additional step of
pre-processing in the form of feature extraction. Conventional machine learning algorithms such as Support Vector
Machines (SVMs), Decision Trees, Bayesian Networks [8], etc., are flat-algorithms. Flat indicates that these algorithms
cannot be applied to raw data directly. Figure 1 shows the steps involved in solving a problem via machine learning.
The raw data are fed to the model directly in deep leamning and any impurity in data can lead the incorrect learning of

the model, and thus will not classify it correctly

1.INPUT 2. FEATURE EXTRACTION 3. CLASSIFICATION 4, PREDICTIONS

| Extracted |
Features

Figure 1. Basic steps involved in machine learning problems.
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. ory advantage of using deep learnin

rc)tioﬂ is a complex process and requires a
extra ne high-level features from data in an i
det® caning problem. Deep leamin

de: l1eamiﬂg algorithm is their gre

% techniques is to climinate the need for feature extraction. Feature
¢ep understanding of the problem in hand. Deep learning algorithms
s ncremental manner. Figures 1 and 2 reveal the steps associated with 2
= poten:irzstthe Stips of feature extraction and classification. Another advantage of
0 work with extensive data [10]. Pardede, Hilman F. et al. [11] used a
convoltxt1pn31 f“tr‘r’l?:“’ti;:i’ countTe}r] the problem of hand-crafted features. The autoencoder extracted features via
“nwpcm:‘efdati?-e = fming T(llll::e:ﬁvane OUl'PltltS. ofhthe autoencoder are later fed to an SVM-based classifier for the
ose of 1€ : cements in the domain of com isi i led to the use
of convolutional neural networks (CNNs). R sionaddeeplcening Meve
NNs have become tge go-to models for image classification tasks, The most significant advantage is its architecture
and how it extracts and passes features to the subsequent layers. A CNN consists of broadly two modules—the feature
extraction module and the cla§31ﬁer mOdU1_e. The role of the feature extraction module is to draw out the relevant features
from the image via convolution and pooling. The classifier module acts upon the extracted features and performs the
ask of output predictions. Figure 3 shows a simplified structure of convolutional neural networks.

UL & 2. FEATURE EXTRACTION + CLASSIFICATION 3, PREDICTIONS

Output

Figure 2. Basic steps involved in deep learning problems.

Features Exiract Module Classifier Module

P L e L jASeveEvesaEunn N
-

-

Convolution Pooling  Convolution Classifier

Figure 3. The modules of a basic CNN.

rted to leverage the potential of CNNs to build better image classifiers. Justine

Since 201 searchers have sta : : : _
Boulent et6 ;lm z'tu?;}f:ir work, summarized 19 different studies which made use of CNNs to detect the diseases in crops
automaticall; o ais o highlights the significant shortcomings and issues in these studies. Keeping in prospect

' i i i leverage its functionality for our research. In this
th lassifier for image data, we have tried to | g y ‘
Ry et hree stateof-the-art deep learning models—DenseNet121, EfficientNetB7, and

ape ensemble of t SIS ;
%f%cl;; :{; grlc:]}:i):;g tﬁgent to automate the task of disease detection in apple’s leaves among four classes—healthy, scab,

fust, and multiple diseases.

nsfer the knowledge of the previously learned models into our research. We

) : otion outputs by Model Averaging [18], which reduces the variance observed in the
;?2.3?:2?:5 tr;g::e;ﬁciel;hir::é;n:cy aclfieved by our propo§ed model on the validatiqn df'ntaset is 92:76%. From the
results, it is seen that the n'xodel outperformed various other previous model_s propose.:d earlier in terms of its performm_\ce
metric; such as accuracy, etc. The pmposed model uses Image Augmentation techniques such as Canny Edge Detection
(4], Flipping, Blurring e’tc. to increase our dataset’s size and develop a more robust and.genenc model. To the best of
our k'now}eg’ge ihe teéhni(:;ues proposed in this paper are not available in the previous literature and can significantly

We used transfer learning to tra
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'),oost the model’s performance by providing an enhanced dataset for training. Ensembling has led to a reduced variance

in the predictions and produced better accuracy in difficult cases of multiple diseased leaves. In addition to this, the

oroposed model is deployed using a web application to make it easily accessible for farmers. The remainder of this paper

s organized as follows: In Section 2, a detailed background study is presented, which includes the work carried out
jpreviously in this domain. Section 3 discusses the proposed methodology, which summarizes the working steps taken
o reach our pro_poscd mpdel. Details about the dataset, Image Augmentation techniques used, Modelling, and
‘Ensembling are discussed in this section. Section 4 describes the results obtained and a brief comparison with previous
researches. Finally, this paper is concluded in Section 5.

1.1 Objectives and Scope

Plant diseases cause a major production and economic losses in the agricultural industry. The disease management is a
challenging task. Usually the diseases or its symptoms such as coloured spots or streaks are seen on the leaves of a
plant. In plants most of the leaf diseases are caused by fungi, bacteria, and viruses. The diseases caused due to these
organisms are characterized by different visual symptoms that could be observed in the leaves or stem of a plant.
Usually, these symptoms are detected manually. With the help of image processing, Automatic detection of various
diseases can be detected with the help of image processing. Image processing plays a crucial role in the detection of
plant diseases since it provides best results and reduces the human efforts.

The image processing could be used in the field of agriculture for several applications. It includes detection of
diseased leaf, stem or fruit, to measure the affected area by disease, to determine the colour of the affected area.
Tomato cultivation is one of the most remunerative farming enterprises in India. The naked eye observation by the
experts is approach usually taken in identification and detection of plants. This approach is time consuming in huge
farms or land areas. The use of image processing techniques in detection and identification of tomato plant diseases in
the earlier stages and thereby the quality of the product could be increased. These systems monitor the plant such as
Jeaves and stem and any variation observed from its characteristic features, variation will be automatically identified
and also will be informed to the user.

block diagram:
@——5 Pre-processing » Detection » Pgﬁzﬂ:gzze
3
Ground Truth
3. Flow Diagram
1.2 Project Features

A symptom of plant disease is a visible effect of disease on the plant. Symptoms may include a detectable change in
colour, shape or function of the plant as it responds to the pathogen. Leaf wilting is a typical symptom of verticillium
wilt, caused by the fungal plant pathogens Verticillium albo-atrum and V.

Deep learning solves different short comes of machine learning feature extraction such as extracting features manually
by using the best and robust technique called a CNN. The layers are used to learn the knowledge. With the use of
filtering mechanism, the data are used to match and extract their values.

13






Chapter 2: Literature Review

gutlined the different formats of graph convolutional neural network, It wag prepared to process the uniform electro
halngrnph)’ data for predicting the four classes of motor imaginaries to relate with electro encephalography

-”-.‘:’-"' sde. They addressed their data with the transformation of 2D to 3D perapectives. The structure was processed
Leough these dimensional units.

A study stated that, to utilize the dynamic route of deep learning, they proposed short-term voltage stability. They
managed the clustering algorithm to obtain short-term voltage stability to increase the reliability.

Initis stated that deep learning technique was applied to identify the leaf diseases in different mango ftrees. The
escarchers used four different leaf diseases from various specimens of mango leaves, where they addressed nearly many
datasets. The CNN structure was trained with more than 3600 images, where 80% are used for training and 20% are
used for testing. Remaining 600 images were used to find the accuracy and to identify the mango leaf diseases which
'showed the feasibility of its usage in real-time applications. The classification accuracy can be further increased if more

images in the dataset are provided by tuning the parameters of the CNN model.

In , detection of cotton leaves were addressed with image processing. Here, K-means algorithms are used to segment
the datasets.

The research showed the identification of diseases in banana plants which infect their leaf. In this research study, 3700
images were used for training, but there is no balanced dataset in each class. Researchers performed different
experiments, for example, the training mode by using coloured and érayscale image datasets and by using different
dataset splitting techniques. They obtained the best accuracy of 92.76% in coloured image and 80% and 20% training
to the validation dataset.

15
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The datasct usePdl mttl}:: reiear;.h i ope.nly available dataset, which is a subset of the dataset created by the Plant
jthology and Plant-Microbe Biology Section of the Cornell University [41]. The original dataset contains 3651 high-

g ade images of apple leaves with various foliar diseases. The images are captured by hand in different scenarios such

< varisble lighting, different angles, different surfaces, etc., to represent a more general dataset that covers most

possibilitics.

The dataset used in th.is research contains 3642 images of apple leaves distributed proportionally among four classes—
‘cedar apple rust, mult}ple diseases, healthy leaves, and apple scab. The distribution of these four classes is shown in the
pie chart represented in Figure 5. Out of the 3642 images available to us, only 5% of the plants have multiple diseases,
i.e., having both scab and rust. The other three classes—healthy, cedar apple rust, and apple scab, are equivalent in
' proportion. The correct classification of apple leaves among the following four categories is the prime objective of this

‘ Coflected Dataset

Fmge Processing & Mgmenﬂ:ionJ

l Training Dmsﬂ I Validation mﬂ‘—“j

| research.

Modeling

LDG'MMN I ‘ EfficlentNatB7 I lTo\sy&udenx
§ I ==
Result Synthesis

Figure 4, Workflow for the proposed methodology.

B s

B sced

B hesithy

B muitiple_diseases

5. Distribution of classes
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1.1 Healthy !

i
can be seen in Figure 6 that healthy leaves are entirely spotless and are ¢ : : e
Etﬂs ot contains about 28.3% healthy leaves. Yy Sp and are g,reen withno signs of any diseas

Figure 6. Healthy leaf

3.1.2 Apple Scab

Figure 7 shows the leaf of an apple tree with apple scab disease. We can see that the leaves have brown spots/marks.
A scab is often caused by a fungus that infects the leavesand the fruits, which makes the fruit unhealthy for eating.

In our dataset, about 32.5% ofimages are of apple scab.

Figure 7. Leaf with apple scab.

17



dar Apple Ruét

| s the leaf of an apple t :
i '8 SA‘;“V Zaused in Plﬁmslzfia ;ef]:ia Vlllgﬁt:edar apple rust. We can see that the leaves have dense yellowish marks.
E que fungus named ‘rust fungus’. In our dataset, about 34.2% of images are

f;dﬂr apple rust.

Figure 8. Leaf with cedar apple rust.

3.1.4 Multiple Diseases

Leaves Wiﬂ} mu]tip-Ie diseases show signs of having both apple scab, i.e., having brown spots, and cedar
'apple rust, 1.¢., having yellow marks as shown in Figure 9. The leaves are severely damaged in this case
and are very difficult to treat. Our dataset has only 5% images from this class.

Figure 9. Leaf with multiple diseases.

3.2 Colour Transformation

The RGB images were converted into HSV colour space representation. In the RGB

model each colour appears in its primary spectral components of red, green and blue and this

model is based on a Cartesian co-ordinate system. Though RGB model matches to the

human eye in such a way as strongly perceptive to the primary colours, this model is not

Well suited for describing colours in terms that are practical for human interpretation.

18
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. . 3 t A
Separating images into two folders train and test and making 4 sub folders with diséase name in train folder

~1wage-open(r'imsges\Original Dataset\Tast 8.pg!)
(imagel)

1 jeogel
pﬂ-.imshw
plte chow()

.
%0 S0 750 1000 1250 1500 1750

10. input

In this work the leaf mask and the damaged area mask thus generated are taken for

the further analysis. The Damaged Area Mask was multiplied with the resized RGB image
obtained after the pre-processing step. Since the mask contains only 1’s and 0’s and in the
T mask the diseased portion of the leaves are having the value of 1°s. When this image is

" multiplied with the RGB image, only the diseased portions will come out as a result of

. multiplication.

3.4 Detection of the diseased portion

portion of the leaves affected by a disease. Then the total affected area can be

The segmented output image shows the _
calculated by counting the no of pixel values in the output 1mage.

35Feature extraction

Calure extr ' et of features, OI image
action is the p]OCCSS of deﬁnmg as t 2

ara T1 1 repr i 1 hat

racte; .StiCS which will most efﬁciently or meanmgfully €p. esent the information tha

In this work statistical techniques are used to

Was 1 . :
*IMportant for analysis and classification-

—occurrence matrix of the leaf images are

dpgnn:
tscrlbe the textures. In this Stcp Grey LCVC] Co
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 yocess to TPUs (Tensor P i i
a rocessing Units) for a fix
mber of hoyr
e S per week
o . Ten
lz}; (;ﬁc Integrated circyits (ASICs) t
: 0
of RAM and 19.¢ GB of disk sp

Google, are custom-developed applicati
10n '
sor Processing Units, developed by
hasten machine learning and deep

ace along with eight computational

the trained models.

4.1.2 Performance Metrics

’ The I)e I our l)[“ n )
| rf()nnance 0 . i .
posed model and 1 dlv[dual p e-trained modcls are ass SSCd b f
| i & our metric 1 1 1
) - . a ltlon t t 1
natnces are Shown fOI eac]l 1M )del, and the necessary CO]lCluSionS are dr o pl 1 ACCI y V ’ \% l
awn l]le ols i()[ rac S, EPOChS ha (5] alSO

be
e presented for the pre-trained models.

Accuracy. um
Cy, In 'mp words. 1
, In Simple words, is the n ber of accurate predictions made concerning the total predicti
1Ctions made by a model

Accuracy = Number of correct predictions

Total number of predictions
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To analyse the performance of the model, the la

- fold cross-validation using 10 folds. RGB

-coloured image dataset with augmentation provides
 15%

best performance for the model. The

researchers used the transferred learning CNN mode]
ad the graygcale dataset achieved 92.76% accuracy.

HOWCVer, colour is the main and most decisive feature in cotton detection and classification;
terefore, Using a coloured dataset takes a long time to train the model to add performance‘even
fiti 4 complex layer. Additionally, the researcher has used different pre-p'rocessmg techmqlfes
Brnojse fmoval. The main factors for the misclassification of the resulf exist bf:tween bactefml
bljght’ healthy, and leaf miner. The overall performance of the model, as shown in the confusion

i : lants.
Matriy, is 96.4%, accurate for diagnosis of leaf disease and pests of cotton pla
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15.2 Rust Prediction
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4.3 Application

2::;2 al‘i,z:r:;:a::;(:i :e cot?on leaf di.sease and pest identification prototype evaluation selected by the
| _ y satisfied option for all questions and 20% of very satisfied and somewhat
Sénsﬂed option. Also, for the open-ended question, almost all experts reflect constrictive thoughts on the
overall performance of the system and prototype. So, this result shows that the prototype of cotton leaf diseases

d pest : :
and pests was performed well in problem-solving ability and making a correct prediction is shown in Figure

4.4Problems faced

The main challenge while developing an object detection model on deep leaming was to collect a large number
of training high-quality images with different shapes, sizes, different backgrounds, light intensity, and
orientations in different classes. Therefore, future researchers should try to include a solution for such
challenges in their work and not only identify but also suggest remedies for diseases and pests. Installing

Libzaries like CMAKE OPENCYV were difficult due to errors and due to CPU power it took 3-4 hours to train

models.

Y171 |
Epoch 06026: val_loss improved from 8.25703 to ©.24033, saving model to models\apple3.h5
91/91 [ ] - 1195 1s/step - loss: 6.2367 - accuracy: 6.9289 - val_loss: 0.2403 - val accuracy: @.9851

Epoch 27/36

91/91 [

Epoch 00027: val loss did not improve from 8.24633
91/91 [ ] - 1185 ls/step - loss: 0.2350 - accuracy: 8.9216 - val loss: @.2805 - val_accuracy: 0.88%2

Epoch 28/38
91/91 [

Epoch 80628: val _loss did not improve from 0.24033
] - 1285 1s/step - loss: 8.2242 - accuracy: 8.9230 - val loss: 0.2711 - val_accuracy: 0.9176

] = EIHL ©5 = 1055 0.209/ - deeurdeys v.2402

""""""" ] - ETA: 8s - loss: 8.2356 - accuracy: 0.9216

____________ ] - ETA: s - loss: 0.2242 - accuracy: 6.9230

91/91 [
Epoch 29/38
91/91 [ ] - ETA: Bs - loss: 8.2069 - accuracy: 9.9341
Epoch 00929: val_loss did not improve from 0.24633
91/91 [ ] - 1355 1s/step - loss: ©.2669 - accuracy: 0.9341 - val loss: 0.2613 - val accuracy: 8.9866
Epoch 36/30
91/9L | ====] - ETA: @s - loss: 0.2172 - accuracy: 8.9223
Epoch 06630: val_loss did not improve from 6.24633
] - 1415 2s/step - loss: 8.2172 - accuracy: 8.9223 - val loss: 0.2560 - val_accuracy: 9.9176
















