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ABSTRACT

The Project titled 'GOLD PRICE PREDICTION' predicts the gold EFT price based on the previous
year’s gold price data. The main goal of this project is to forecast the rise and fall in the daily gold
rates, that can help investors to decide when to buy or sell the gold. Inventory forecasting plays a
crucial role in the financial success of the business. The price of gold is calculated by looking at the
dataset that contains the previous year’s gold price. Rise in gold value coupled with volatility and
falling prices from other markets such as capital markets and real estate markets has attracted more
and more investors to gold as an attractive investment. There's a fear that those high prices will be
sustainable and that the prices will reverse. Although there are a number of studies that analyze the
correlation between the gold price and certain economic variables. We have applied machine learning
technique to predict financial variables and we have focused on predicting the gold price ETF using

a linear regression algorithm as our dataset is a numerical dataset

Keyword: Gold ETF, Machine Learning, Supervised Learning, Linear Regression, Python.
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Chapter 1: INTRODUCTION

Gold is one of the precious metals. It has been used as currency, for jewellery and other
purposes. It is used as medium for money or exchange because of its limited supply and high value.
This metal’s scarcity and difficulty in extraction made it a valuable commodity. It also reflects the
country’s economic strength and hence many companies and individuals started to invest in gold

reserves. Due to its increasing value, many people considered gold as an attractive investment.

Gold is preferred as protective asset by investors because of their negative expectations
regarding the current situation in the foreign exchange and capital markets. Investors also consider
gold as an asset to rely on, when the desirable profits are not achieved by the world capital markets.
Since gold is stored and accumulated over years, the influence of a year’s production on its price is
less. The price of gold depends on currency fluctuations and other economic variables. The raise of
gold prices and fall of prices in other markets has attracted more investors to invest in gold market.
These changes in the price of gold made the investments risky and a fear has been developed that

these prices would decrease.

There are several numbers of studies analysing the relation between the gold price and other
economic variables. Understanding the relation between these variables helps the investors to take
better decisions. Hence, we use machine learning algorithms such as multiple linear regression,
random forest and gradient boosting for analysing the relation between the variables and predict the

gold price.



Chapter 2: Project Objective

Here we proposed predictive models that are adaptive, flexible, and scalable, using the advantages of
proposed computationally smart neural network models to enhance the training learning process and
enhance faster convergence. The proposed research provides the highest likelihood of achieving high
training rate prediction precision for the considered gold EFT price. Generally speaking, this work is
performed to suggest suitable predictor models to effectively show the deemed gold in the different
scenario with the datasets deemed from their respective databases of previous years. This present’s
aim is to present correctly the future modified closing price of Gold ETF in the future for a specified
period of time. In this project, supervised Machine Learning Algorithms and the solution model were

used to determine whether or not to buy Gold ETF using a dataset of past values.

The main objectives of the project are:

1. This project is based on the applicability of the proposed machine learning algorithms that had
demonstrated their efficiency to predict gold prices with a better predictive rate.

2. To apply the best appropriate Machine Learning procedure.

3. We proposed the development of a prediction model for predicting future gold prices using Linear

Regression (LR).



Chapter 3: DATA AND METHODOLOGY

A. Dataset:

The data was sourced from the kaggle website consisting of ten years data from January 2008
to Decmeber 2018. It consists of the variables date, silver price, stock profit exchange, gold price ,US
dollar rate and united states oil ETF. The dataset consists of 2290 records.

B. Machine Learning Algorithms:
For developing the model, we use the algorithms such as Multiple linear regression, Random
forest and Gradient boosting.

Multiple Linear Regression is a statistical technique that uses multiple independent variables for
predicting the outcome of the target variable. The mathematical expression is
Y=a+bX1l+cX2+dX3+e€
where Y is the dependent variable, X1 and X2 and X3 are independent variables, a is the intercept, b

,c and d are slope values and ¢ is the error.

Random forest is a supervised learning algorithm which performs both classification and
regression tasks. This algorithm operates by constructing multiple decision trees during training time

and outputting the mean prediction of individual trees.

Gradient Boosting is a machine learning algorithm for classificiation and regression problems.
This algorithm produces a prediction model in the form of an ensemble of weak prediction models,
which are typically the decision trees. It builds the model in stage-wise fashion and generalizes them
by enabling the optimization of an arbitary differentiable loss function. The gradient boosting trees
usually outperforms random forest, but are prone to overfitting in some problems as the performance

of this model improves over iterations.



Chapter 4: IMPLEMENTATION

To predict the gold price, we need to build a machine learning model which includes the following steps.

Data
Collection

Choose the Train the

model

Data
Preprocessing

model

A4

Figure |1 Proposed Method

1. Data Collection:
The first thing required while building a machine learning model is the data. The data is

collected from kaggle website consisting of 2290 records and 6 attributes.

2. Data Preprocessing:

Data preprocessing is required when the data is incomplete, inconsistent or noisy. The data
collected was noisy, so we performed outlier analysis and removed the noisy data. The data
transformation is also done by performing normalization in which the data in each attribute is scaled

between the range 0 to 1.

3. Choose the model:
Prediction of gold price is a regression task, so we consider the regression algorithms such as

Multiple Linear Regression, Random Forest Regressor and Gradient Boosting for building the model.



4. Training the model: The model is trained by importing the required model and by passing the
training data to it. The dataset is splitted into train and test data with test_size=0.20. The linear model
is imported from

5.

sklearn and the Random forest regressor and Gradient boosting regressor modules are imported from
sklearn.ensemble. These models are trained by passing the train data.
While conducting training, it is also important to record the metrics of each training process. The

metrics that are tested are mean absolute error, root mean square error and r2 score.

5. Prediction: The trained model is checked by predicting the test data of the dependent variable using

the test data of the independent variables.

5: Working Procedure

( START )

CONNECT THE DATASET
TO DATAFRAME

DATA PREPARATION

TRAINING

DATASET
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LINEAR REGRESSION
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5.1 ALGORITHM

STEP 1: Gathering the data from y-finances library and preparing the data by removing the missing values
STEP 2: Now we split the gathered data into training and testing dataset.

STEP 3: Now using training data we create a linear regression model.

STEP 4: Using the testing data we test the created linear regression model.

STEP 5: Using the model now we predict daily gold ETF price.

5.2 Linear Regression

Linear regression in machine learning helps you find out patterns and relationships in data and make
an educated decision or prediction. It is one of the most well-known and well understood algorithms
in statistics and machine learning. But before knowing that -What linear regression actually is, let us
get ourselves accustomed to regression. Regression is a method of modeling a target value based on
independent predictions. This method is used for forecasting and finding out the cause and efficient
relationship between variables. Usually, the regression techniques mostly differ based on the number
of independent variables and the types of relationships between the independent and dependent
variables. Simple linear regression is a type of regression analysis where the number of independent
variables is one and there is a linear relationship between the independent(x) and dependent(y)
variables.Based on the given data points, we try to plot a line that models the points the best. The line

can be modeled based on the linear regression equation whichisy =a 0+a_ 1 *x.



Chapter 6: Result

After applying different regression techniques on the data, the results are as follows: When multiple
regression is applied on the data, the accuracy (r2 score) obtained is 91% and RMSE is 5.56 which is high.

Reeressor Model MAE RMSE Accuracy on Accuracy on test Accuracy
= difference difference train data data difference

Random Forest -0.04 015 99 83 9977 0.06

Gradient Boosting | -0.01 -1.13 98.71 98.59 012

In random forest model, the accuracy obtained for training data is 99.83% and the accuracy obtained for
test data is 99.77%. The accuracy difference is very less. The RMSE (-0.15) and MAE (-0.04) have only slight
differences between the train and test data. For gradient boosting model, the accuracy obtained for training
data is 98.71% and the accuracy obtained for test data is 98.59%. The accuracy difference is very less. The
RMSE (-0.13) and MAE (0.01) have only slight differences between the train and test data.

Hence Random Forest and Gradient Boosting best suited to this data. However, the accuracy is higher for
random forest and the accuracy difference is also very less compared to gradient boosting. Hence, random

forest regressor model is considered.



Chapter 7: CONCLUSION

7.1 CONCLUSION

As we saw in this project, we'll create a machine learning linear regression model. We first train this machine
learning model by giving information from past gold ETF prices. Then we use this trained model for
prediction. Similarly, any model can be made much more precise by feeding a very large dataset to get a very
accurate score. While forecasting the rate of gold is not very easy, it will allow investors and central banks to

determine better when to sell and buy them and thus maximize their income

7.2 FUTURE SCOPE

For future work, we can improve the results and predict the price more accurately by incorporating the other

factors such as gold production, crude oil price, platinum price,inflation to the data and by using deep learning.
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Appendices
Importing the Libraries

import numpy as np

import pandas as pd

import matplotlib.pyplot as plt

import seaborn as sns

from sklearn.model_selection import train_test_split
from sklearn.ensemble import RandomForestRegressor

from sklearn import metrics

Data Collection and Processing

# loading the csv data to a Pandas DataFrame

gold_data = pd.read_csv('/content/gold price dataset.csv')

# print first 5 rows in the dataframe

gold_data.head()

Date SPL GLD 1. 71] 5LV EWR/USD
1272008 1447160034 B4 850001 T7TBATOMM 15180 1471802
1572008 1447160034 85570000 T7TEITOMI 15285 1474491
1472008 1411 630005 85120007 77300008 15167 1475492
1772008 1415180054 B84.780007 75500000 15053 1458200

& B M = B

1872008 1390, 189941 85779909 75050008 15.590 1.557099

# print last 5 rows of the dataframe

gold_data.tail()



Date L1
SBZ018 2671919922

SAZ01E 26597 T00039

2285
2286
2287 SO0 Z723.070068
2388 SN42018 Ir30.129883
2289

SHe2018 Ir25.780029

&L

124.589995

124. 330002

125, 180000

124.489908

122543800

# number of rows and columns

gold_data.shape

(2209, &)

14.3700

14.4100

14,3800

14.4058

LV

15.5100

15.5300

157400

15.5600

154542

ELRL/UED
1.1865789
1184722
1191753

1.193118

1.182033

# getting some basic informations about the data

gold_data.info()

<class ‘pandas.core. frame. DataFrame’ >

RangeIndex:

2299 entries; @ to 2289

Data columns (total & columns):

a

W ok Wk

dtypes: Floatsa(S), object(l)

Column Mon-Mull Count
Oate 229¢ non-null
SPX 2298 non-null
Gl 229¢ non-null
174 ] 229¢ non-null
SLv 2.29¢ non-null
BEURSUSD 2299 non-null

memory usage: 187.5+ EB

Deype
abject
floatés
floatid
floatéd
flaoatid
floatid

# checking the number of missing values

gold_data.isnull().sum()

Date

SPXY

aLh

us0

SLW

ELWR/ sy
ditype: in

ﬁﬁ-@-ﬂﬂ-lﬁ-lﬁ-lﬁ-

# getting the statistical measures of the data

gold_data.describe()



PN GLD {174 LV ELR/USD
count 2200000000 2200000000 2200000000 2290000000 2200000000
mean 1654315776 122732875 384221 20.084997 1283653

atd 519111540 23283345 18.523517 7.0492565 0131547

min 676530009 T0. 000 T 950000 8. 850000 1039047

28 1238874959 109725000 14 380000 15. 570000 1171313

SRG 1551 434958 121058002 33 850000 17. 268500 1303296

T 20301050 132 840004 37827501 22 BR2490 1.359871

ma ZAT2ATOMNT 184588998 117480003 47. 250008 1 508758
Correlation:

1. Positive Correlation

2. Negative Correlation

correlation = gold_data.corr()

# constructing a heatmap to understand the correlatiom

plt.figure(figsize = (8,8))

sns.heatmap(correlation, cbar=True, square=True, fmt=".1f,annot=True, annot_kws={"size

<matplotlib.axes._subplots.AxesSubplot at 0x7ff32443b350>



S0 GLD SPX

SLY

EUR/USD

# correlation values of GLD

print(correlation['GLD'])

SPx B.849345
Lo 1. eaaaad
{174 -8 186368
SLv B Ba6E12

EURSUSH  -8.824375
Mame: GLD, dtype: floatéd

# checking the distribution of the GLD Price
sns.distplot(gold_data['GLD'],color="green’)

EURUSD

10

0a

- 00



noas

0030
0035

2 0020

3

& nos
noLo

noos

o000

Splitting the Features and Target

X =gold_data.drop(['Date’,'GLD"],axis=1)
Y =gold_data['GLD']

print(X)

2287
2288
228

S
1447, 168834

1447, 168834
1411, 538885
1416 18885y
1398, 189941
26T1. 919922
26497, 7883
2723, a7aasE8
2738, 198483
2725, TEaaxy

(1]
Ta.478aa1

TR _ATaaa3
7T .Aa09098
75 . SSaaaa
TE 250998

14 . 850888
14 . 37888
14 .41 8aaad
14 . 3B
14  ASHa

[239a rows x 4 ocolumns])

print(Y)

PRI

2285
2286
2287
2288
2289

B4, Biaaal
85 . 578088
B85.129997
B4, Mo9a7
86 . Tr9999
124, 59996
124 138882
125 . 188888
124489998
122 543888

SLV  BRASD
15.1888 1.471692

152858 1. 4744997
15.1687a  1.475492
158538 1 488299
155588 1. .557a99
15. 5188 1.186789
155338 1.184722
15. 74984 1.191753
15. 5684 1.193118
15. 45842 1.18233

Mame: GLD, Length: 2298, dtype: floatéd



Splitting into Training data and Test Data

X_train, X_test, Y _train, Y_test = train_test_split(X, Y, test_size = 0.2, random_state

Model Training: Random Forest Regressor

regressor = RandomForestRegressor(n_estimators=100)

# training the model

regressor.fit(X_train,Y _train)

RandomForestRegressor(bootstrap=True, ccp_alpha=0.0, criterion="mse’,
max_depth=None, max_features="auto’, max_leaf _nodes=None,
max_samples=None, min_impurity_decrease=0.0,
min_impurity_split=None, min_samples_leaf=1,

min_samples_split=2, min_weight_fraction_leaf=0.0,

n_estimators=100, n_jobs=None, oob_score=False,

random_state=None, verbose=0, warm_start=False)

Model Evaluation

# prediction on Test Data

test_data_prediction = regressor.predict(X_test)

print(test_data_prediction)



[168. 32699968 81.94819986 115.78488841 127 41818064 128, Ja70a968
154, 71489883 153, 1330087 126 85488878 117 49200876 126181784828
116, 684808494 171. 42870456 141 30840872 168.82159836 115, 23710806
117 . 65882854 139, 99593286 178.14650943 159.34550329 157, 7788999
155. 88180078 125, 5872044 175 80919981 187.22388224 125, 23650852
9363189949 77313809031 128.41329992 119.89639944 167, 13849992
87 .85820839 120, 13850830 91.84208093 117.68520838 121.21729884
135.915399497 115, 62032137 114 8546308 148 99629944 187.45728142
184.8999a231 A7.17429793 126.55188450 118.82069986 153, 8GE9858
119, 57458831 188, 43489959 188 82563767 9306128916 127.89119795
75.14148033 113 55589988 121 47988841 111.35860881 113.'9‘16193-&
128, 37279524 168, 11262037 168 51420089 147 06449674 8555238987
9412620822 86.7982993131 98.3237999 119.05838478 126.43060a51
127.49388813 179, 54268079 122 24279927 11762959844 98, 55518853
168 . 86860158 14299019814 132.89988232 131.1988824%9 128, 89549928
119647998493 114, 37230131 118.21818033 187.38688182 127.88180436
114 . 8621996 18715289997 116.76938837 119.78689871 88, 9681085

B8 3360082 1461299822 126.78918815 113.17358837 118. 34849843
188334895123 77.88180008 168 39462184 114.21329987 121.57349938
128, 83548157 154, 89999821  91.79399966 135.54538985 158.92488383
126, 3448884 125, 45308844 13885133181 114 68188871 119, 81929957
9216999961 118, 11749911 167 . 26549965 158 888190857 114, 37659497
18654998112 79.48959997 113 24738466 125.75718985 187.12789965
1191886813 155, 984882080 159 44939933 128.3244881 134 4508424
181 . 62789904 117. 47919881 119.19528431 112 88188475 182. 75859929
168, 15779789 98, 91928933 147 58783923 125.57458114 178, 28349947
1256348993 127, 27929753 127.43118165 11362479843 113, 1348887
123, 53849500 182, 83540804 89 14589964 124 345894920 184.@86539931
187 .18179967 113, 920090068 117 34670086 99.18309956 121. 84710454
163 . 68659944 8747259803 196 S07H996 117.23418857 127.5852814
124 85910882 0. 83260900 129 32448061 157.5899982  87.92409947
118, 87529565 118, 95849912 172.14249914 182 97889886 185, 84530881
122 . 52950847 157. 49589778 A7.70389815 93.52988817 112, 55Ma8dE
17678399926 114, 27400004 119.19198413 94 5947888 125.98419992
16685440818 114. 78528032 116 87853117 88.41339932 148, 8858047
128.48529937 8945958085 111 .99399996 117.35729981 118. 645948112
88 48529954 5423360098 116 95632845 118 65228177 128, 15800883
126. 7777982 121.93869963 152.81818442 164.7822886 11862589975
128, 29168153 149, M478@51 118 45749925 172 58859947 185. 53199931
18497948804 149, 73820111 113 63848471 124 91278854 147, 76409941
119, 57782181 115. 28718444 112 54849993 113.44328195 139, 84420893
117. 87479771 182. 97838842 115.94679185 18366308164 98.944920837
117. 3047880  93.61229985 91 5533088 103 32129875 182, 78439963
154, 57392113 114, 22879155 139.47172121 9€.1379977 115.61339941
11445749983 122, 55168026 121 84893417 165.25888212 92.75899948
135, 458928178 121, 39420879 129 S0628472 184 61778814 142 49950356
121.53529903 116, 91868967 113.49533121 127.8971974 122 83189941
125, 81279949 121, 28818417 8684599938 132.32738111 144. 97838211
9274729940 158, 62000065 158 996922658 126 .SOGR0884 164 98700062
188, 75659058 189, 67198464 183 6128981 94.41188863 127.78154288
187.12290843 163, 58369972 121.72358455 13208798476 138, 71999146
160, 18430048 99, 156998088 175.15248136 127 27558885 12671979854
8686949934 124 64339988 149 78960723 A9.67548832 186, 65839979
188.938399983 84, 27789913 136.17708@21 155.8121824% 13937438394
7366920014 151 . 968280164 126.19919988 126 80408081 127. 40689837
188 . 61989949 156, 18629938 114 56228491 117.84208138 125, 31619929
154.28128192 121, 41808921 156 36689873 9299848964 125, 53688142

# R squared error
error_score = metrics.r2_score(Y_test, test_data_prediction)

print("R squared error : ", error_score)

R squared error : 0.9887338861925125



Compare the Actual Values and Predicted Values in a Plot

Y _test = list(Y_test)

plt.plot(Y_test, color="blue’, label = 'Actual Value')
plt.plot(test_data_prediction, color="green’, label="Predicted Value")
plt.title("Actual Price vs Predicted Price’)

plt.xlabel('Number of values’)

plt.ylabel('GLD Price")

plt.legend()

plt.show()

Actual Price vs Predicted Price
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